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About this guide

This guide describes how to install, configure, and use IBM Storage Enabler for
Containers.

Who should use this guide

This guide is intended for system administrators who are familiar with
container-based application delivery, orchestration methods, and with the specific
IBM® storage system that is in use.

Conventions used in this guide

These notices are used in this guide to highlight key information.

Note: These notices provide important tips, guidance, or advice.

Important: These notices provide information or advice that might help you avoid
inconvenient or difficult situations.

Attention: These notices indicate possible damage to programs, devices, or data.
An attention notice appears before the instruction or situation in which damage
can occur.

Related information and publications

You can find additional information and publications related to IBM Storage
Enabler for Containers on the following information sources.

« [IBM Knowledge Center{ibm.com/support/knowledgecenter)

« [IBM DS8000® on IBM Knowledge Center| (ibm.com®/support/knowledgecenter /
STUVMB)

« [IBM DS8800 on IBM Knowledge Center| (ibm.com/support/knowledgecenter/
STXNSP)

« [IBM DS8870 on IBM Knowledge Center] (ibm.com/support/knowledgecenter /
ST8NCA)

+ [I[BM FlashSystem 900 on IBM Knowledge Center{ibm.com/ support/
knowledgecenter /STKMQB)

+ IBM SAN Volume Controller on IBM Knowledge Center{ (ibm.com/ support/
knowledgecenter/STPVGU)

* [IBM Spectrum Scale on IBM Knowledge Center| (ibm.com/support/
knowledgecenter /STXKQY)

* [IBM Storwize® V3500 on IBM Knowledge Centerf(ibm.com/support/
knowledgecenter/STLM6B)

+ [IBM Storwize V3700 on IBM Knowledge Center{ibm.com/ support/
knowledgecenter /STLM5A)

« [IBM Storwize V5000 on IBM Knowledge Center{ibm.com/support/
knowledgecenter/STHGU]J)
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[[BM Storwize V7000 on IBM Knowledge Center{ibm.com/support/
knowledgecenter /ST3FR7)

* [IBM Storwize V7000 Unified on IBM Knowledge Center(ibm.com/support/
knowledgecenter /ST5Q4U)

« [IBM XIV® Storage System on IBM Knowledge Center(ibm.com/support/
knowledgecenter /STJTAG)

+ [IBM Spectrum Accelerate on IBM Knowledge Center| (ibm.com/ support/
knowledgecenter/STZSWD)

* [IBM FlashSystem® A9000 on IBM Knowledge Center] (ibm.com/support/
knowledgecenter /STJKMM)

+ [IBM FlashSystem A9000R on IBM Knowledge Center| (ibm.com/support/
knowledgecenter /STJKN5)

+ [Persistent volumes on Kubernetes| (kubernetes.io/docs/ concepts/storage/
volumes)

[[BM Cloud Private| (ibm.com/cloud/ private)

Getting information, help, and service

If you need help, service, technical assistance, or want more information about IBM
products, you can find various sources to assist you. You can view the following
websites to get information about IBM products and services and to find the latest
technical information and support.

. (ibm.com)

* [IBM Support Portal website| (ibm.com/support/entry/portal /
support?brandind=Hardware~System_Storage)

« [IBM Directory of Worldwide Contacts website| (ibm.com/planetwide)

Use the Directory of Worldwide Contacts to find the appropriate phone number
for initiating voice call support. Select the Software option, when using voice
response system.

When asked, provide your Internal Customer Number (ICN) and/or the serial
number of the storage system that requires support. Your call will then be
routed to the relevant support team, to whom you can provide the specifics of
your problem.

IBM Publications Center

The IBM Publications Center is a worldwide central repository for IBM product
publications and marketing material.

The [IBM Publications Center website| (ibm.com/ shop/publications/order) offers
customized search functions to help you find the publications that you need. You
can view or download publications at no charge.

Sending or posting your comments

Your feedback is important in helping to provide the most accurate and highest
quality information.

Procedure

To submit any comments about this guide:
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* Go to[[BM Spectrum Connect on IBM Knowledge Center| (ibm.com/support/
knowledgecenter /SS6JWS), drill down to the relevant page, and then click the
Feedback link that is located at the bottom of the page.

By adding a comment, you accept our IBM Knowlsdge Center Terms of Use. Your comments entered on this IBM Knowledge Center site do not represent the
views or opinions of IBM. IBM, in itz sole discretion, reserves the right to remove any comments from this site. [BM is not responsible for, and does not validate
or confirm, the correctness or accuracy of any comments you post. IBM does not enderse any of your comments. All IBM comments are provided "AS I1S” and
are not warranted by BM in any way.

Comments (0) Add Comment

Mo Comments

The feedback form is displayed and you can use it to enter and submit your
comments privately.

* You can post a public comment on the Knowledge Center page that you are
viewing, by clicking Add Comment. For this option, you must first log in to
IBM Knowledge Center with your IBM ID.

* You can send your comments by email to [starpubs@us.ibm.com| Be sure to
include the following information:

Exact publication title and product version
— Publication form number (for example: SC01-0001-01)
Page, table, or illustration numbers that you are commenting on

A detailed description of any information that should be changed
Note: When you send information to IBM, you grant IBM a nonexclusive right

to use or distribute the information in any way it believes appropriate without
incurring any obligation to you.
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Chapter 1. Introduction

IBM Storage Enabler for Containers allows IBM storage systems to be used as
persistent volumes for stateful applications running in Kubernetes clusters.

IBM Storage Enabler for Containers is based on an open-source IBM project,
Through the IBM Storage Enabler for Containers, Kubernetes persistent
volumes (PVs) can be provisioned from IBM storage. Thus, IBM storage can be
accessed by containers and used with stateful microservices, such as database
applications (MongoDB, PostgreSQL etc).

IBM Storage Enabler for Containers uses Kubernetes dynamic provisioning for
creating and deleting volumes on IBM storage systems. For details about volume
provisioning with Kubernetes, refer to [Persistent volumes on Kubernetes|
(kubernetes.io/docs/concepts/storage/volumes). In addition, IBM Storage Enabler
for Containers utilizes the full set of Kubernetes FlexVolume APIs for volume
operations on a host. The operations include initiation, attachment/detachment,
mounting /unmounting etc.

Note: For the user convenience, this guide might refer to IBM Storage Enabler for
Containers as Enabler for Containers.

© Copyright IBM Corp. 2018 1
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Figure 1. Integration of IBM block storage systems and IBM Spectrum Scale in Kubernetes
environment

Note:

* IBM Spectrum Scale uses the network for communication between nodes in the
Spectrum Scale cluster, as well as for accessing IBM Spectrum Connect. For
example, Spectrum Connect uses the RESTful API, running on the IBM Spectrum
Scale GUI node.

* IBM Spectrum Scale must be installed on the worker nodes that access Spectrum
Scale filesystems. Additional Spectrum Scale nodes might exist outside of the
Kubernetes cluster. For example, the Spectrum Scale GUI and Spectrum Scale
I/0 servers might exist outside of the Kubernetes cluster. In this case, the
storage from these nodes might be made available directly to worker nodes that
run IBM Spectrum Scale.

* Currently, only one backend (block storage or IBM Spectrum Scale) can be
configured on a single Kubernetes cluster via IBM Storage Enabler for
Containers.

IBM block storage

IBM Storage Enabler for Containers allows IBM block storage systems to be used
as persistent volumes for stateful application running in Kubernetes clusters.

Taking full advantage of the flexible service-based storage provisioning model in
IBM Spectrum Connect, IBM Storage Enabler for Containers employs the storage
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profile (service) policy. This allows defining specific capabilities per storage service
and creating a storage volume according to these requirements. This policy-driven
approach helps the Kubernetes administrators easily define Kubernetes storage
classes, such as gold, silver or bronze, by using the Spectrum Connect services.
Only storage administrators deal with storage systems and manage IBM Spectrum
Connect. These storage administrators create storage services, based on required
storage attributes and capacities, according pre-defined SLAs. Then, these services
are delegated to Kubernetes administrators. In their turn, the Kubernetes
administrators easily consume the storage services by creating corresponding
storage classes in Kubernetes without the need to know anything about underlying
storage and without using IBM Spectrum Connect itself.

For details, see the IBM Spectrum Connect user guide and release notes on
[Knowledge Center|

The IBM Storage Enabler for Containers ensures that the data persists (stays intact)
even after the container is stopped or removed. The IBM Storage Enabler
communicates with the IBM block storage systems through Spectrum Connect.
Spectrum Connect creates a storage service (for example, gold, silver or bronze)
and makes it available for Kubernetes Dynamic Provisioner and FlexVolume,
automating IBM block storage provisioning for Kubernetes persistent volumes.

* The Dynamic Provisioner allows storage volumes to be created on-demand,
using Kubernetes storage classes based on Spectrum Connect storage services.
This provides abstraction for the underlying storage platform, eliminating the
need for cluster administrators to pre-provision storage.

* The FlexVolume is deployed as a DaemonSet on all nodes of the cluster,
enabling the users to attach and mount storage volumes into a pod within a
Kubernetes node. The DaemonSet installs the FlexVolume CLI on every node in
the cluster in the Kubernetes plug-in directory.

Note: The instances of IBM Storage Enabler for Containers (ubiquity), its database
(ubiguity-db) and IBM Storage Kubernetes Dynamic Provisioner
(ubiquity-k8s-provisioner) are protected, using standard Kubernetes methods for
high-availability. They are deployed as Kubernetes Deployment objects with
replica=1, so if a node fails, Kubernetes automatically reschedules them to run on
another node. IBM Storage Kubernetes FlexVolume (ubiquity-k8s-flex) is deployed as
a Kubernetes DaemonSet on all the worker and master nodes.

IBM Spectrum Scale

This section gives a brief introduction to IBM Spectrum Scale and IBM Storage
Enabler for Containers.

IBM Spectrum Scale is a cluster file system that provides concurrent access to a
single file system or set of file systems from multiple nodes. The nodes can be
SAN-attached, network-attached, a mixture of SAN-attached and network-attached,
or in a shared-nothing cluster configuration. This enables high performance access
to this common set of data to support a scale-out solution or to provide a
high-availability platform.

IBM Spectrum Scale has many features beyond common data access, including
data replication, policy based storage management, and multi-site operations. You
can create a cluster of AIX® nodes, Linux nodes, Windows server nodes, or a mix
of all three.
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IBM® Storage Enabler for Containers allows IBM Spectrum Scale to be used as a
source for persistent volumes intended for stateful application running in
Kubernetes clusters.

Note: Currently, not all platform features are fully functional, when IBM Spectrum
Scale is deployed with IBMStorage Enabler for Containers.
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Chapter 2. IBM block storage deployment

This section explains how to install or upgrade IBM Storage Enabler for Containers
and integrate it into IBM Spectrum Connect. In addition, it provides the usage and
troubleshooting instructions for this software package.

e [“Installation”

+ [“Managing integration with IBM Spectrum Connect” on page 17|

+ [“Using IBM Storage Enabler for Containers with IBM block storage” on page 20|

* [“Troubleshooting” on page 30|

Installation

Download and install the IBM Storage Enabler for Containers in Kubernetes cluster
as described in the following sections.

» [“Compatibility and requirements”|

+ [“Managing SSL certificates” on page 8|

* [“Downloading the software package” on page 9|

* [“Performing installation” on page 10|

+ [“Upgrading existing installation” on page 14|

For information about uninstallation, see [“Uninstalling the software package” on|

Compatibility and requirements

© Copyright IBM Corp. 2018

For the complete and up-to-date information about the compatibility and
requirements for using IBM Storage Enabler for Containers with Kubernetes, refer
to its latest release notes. The release notes detail supported operating system and
Kubernetes versions, as well as microcode versions of the supported storage
systems. You can find the latest release notes on [[BM Knowledge Center
(www.ibm.com/support/knowledgecenter /SSCKLT).

About this task

Follow these steps to prepare your environment for installing the IBM Storage
Enabler for Containers in the Kubernetes cluster that requires persistent volumes
for stateful containers.

Procedure

1. Contact your storage administrator and make sure that IBM Spectrum Connect
has been installed; IBM Storage Enabler for Containers interface has been
added to active Spectrum Connect instance; at least one storage service has
been delegated to it. See [“Managing integration with IBM Spectrum Connect”|

on page 17| and [“Delegating storage services to the IBM Storage Enabler for]

Containers interface” on page 18[for details.

2. Verify that there is a proper communication link between Spectrum Connect
and Kubernetes cluster.

3. Perform these steps for each worker node in Kubernetes cluster:

a. Install the following Linux packages to ensure Fibre Channel and iSCSI
connectivity. Skip this step, if the packages are already installed.


https://www.ibm.com/support/knowledgecenter/SSCKLT

* RHEL:
— sg3_utils.
— discsi-initiator-utils (if iSCSI connection is required).

sudo yum -y install sg3_utils
sudo yum -y install iscsi-initiator-utils

e Ubuntu:
— scsitools.

— open-iscsi (if iISCSI connection is required).

sudo apt-get install scsitools
sudo apt-get install open-iscsi

b. Configure Linux multipath devices on the host. Create and set the relevant
storage system parameters in the /etc/multipath.conf file. You can also use
the default multipath.conf file located in the /usr/share/doc/device-
mapper-multipath-* directory.

Verify that the systemct] status multipathd output indicates that the
multipath status is active and error-free.

* RHEL:

yum install device-mapper-multipath
sudo modprobe dm-multipath
systemctl start multipathd
systemctl status multipathd
multipath -11

e Ubuntu:

apt-get install multipath-tools
sudo modprobe dm-multipath
systemct]l start multipathd
systemctl status multipathd
multipath -11

* SLES:

Note: For SLES, the multipath-tools package version must be 0.7.1 or above.

zypper install sg3_utils multipath-tools
systemct]l start multipathd

systemctl status multipathd

multipath -11

Important: When configuring Linux multipath devices, verify that the
find_multipaths parameter in the multipath.conf file is disabled.

* RHEL: Remove the find_multipaths yes string from the multipath.conf file.

* Ubuntu: Add the find_multipaths no string to the multipath.conf file, see
below:

defaults {
find_multipaths no

}

6 IBM Storage Enabler for Containers



c. Configure storage system connectivity.

* Define the hostname of each Kubernetes node on the relevant storage
systems with the valid WWPN or IQN of the node. The hostname on the
storage system must be the same as the hostname defined in the
Kubernetes cluster. Use the $> kubect1 get nodes command to display
hostname, as illustrated below. In this example, the k8s-worker-nodel and
the k8s-worker-node2 hostnames must be defined on a storage system.

Note: In most cases, the local hostname of the node is the same as the Kubernetes
node hostname as displayed in the kubectl get nodes command output. However,
if the names are different, make sure to use the Kubernetes node name, as it
appears in the command output.

root@k8s-user-v18-master:~# kubectl get nodes

NAME STATUS  ROLES AGE VERSION
k8s-master Ready master 34d v1.8.4
k8s-worker-nodel  Ready <none> 34d v1.8.4
k8s-worker-node2  Ready <none> 34d v1.8.4

* After the node hostnames are defined, log into Spectrum Connect UI and
refresh the relevant storage systems in the Storage System pane.

* For iSCSI, perform these three steps.

— Make sure that the login used to log in to the iSCSI targets is
permanent and remains available after a reboot of the worker node. To
do this, verify that the node.startup in the /etc/iscsi/iscsid.conf
file is set to automatic. If not, set it as required and then restart the
iscsid service ($> service iscsid restart).

— Discover and log into at least two iSCSI targets on the relevant storage
systems.

$> iscsiadm -m discoverydb -t st -p ${storage system iSCSI port IP}:3260
--discover
$> iscsiadm -m node -p ${storage system iSCSI port IP/hostname} --login

— Verify that the login was successful and display all targets that you
logged in. The portal value must be the iSCSI target IP address.

$> iscsiadm -m session --rescan
Rescanning session [sid: 1, target: {storage system IQN},
portal: {storage system iSCSI port IP},{port number}

d. Make sure that the node kubelet service has the attach/detach capability
enabled, enable-controller-attach-detach=true (enabled by default). To
verify the current status, run the following command and check that the
Setting node annotation to enable volume controller attach/detach
message is displayed:

$> journalctl -u kubelet | grep 'Setting node annotation to .

* volume controller attach/detach' | tail -1

Jan 03 17:55:05 k8s-19-master-shay kubelet[3627]: 10103 17:55:05.437720 3627
kubelet_node_status.go:273] Setting node annotation to enable volume controller
attach/detach

If the volume controller attach/detach functionality is disabled, enable it, as
detailed in Kubernetes documentation.

4. Perform these steps for every master node in Kubernetes cluster:

Chapter 2. IBM block storage deployment 7



a. Enable the attach/detach capability for the kubelet service
(controller-attach-detach-enabled=true). It is enabled by default.

b. If the controller-manager is configured to run as a pod in your Kubernetes
cluster, you must allow for event recording in controller-manager log file. To
achieve this, add the default path to the log file (/var/log) , as a host path.
You can change this directory by configuring FLEX-L0G-DIR parameter in the

ubiquity-configmap.yml file, as detailed in [“Updating configuration files”]

* Stop the controller-manager pod by moving the kube-controller-
manager.yml file to temporary directory: mv /etc/kubernetes/manifests/
kube-controller-manager.yml /tmp.

» Edit the kube-controller-manager.yml file: vi /tmp/kube-controller-
manager.yml.

Add the following lines under the volumes tag.

- hostPath:
path: /var/log
type: DirectoryOrCreate
name: flexlog-dir

— Add the following lines under the volumeMounts tag:

- mountPath: /var/log
name: flexlog-dir

— Restart the controller-manager pod by moving the
kube-controller-manager.yml file to its original location:
mv /tmp/kube-controller-manager.yml /etc/kubernetes/manifests/.

— Verify that the controller-manager pod is in the Running state: kubect1
get pod -n kube-system | grep controller-manager.

5. If dedicated SSL certificates are required, see the relevant section of the
[“Managing SSL certificates”| procedure. When no validation is required and you
can use the self-signed certificates, generated by default by the IBM Storage
Enabler for Containers server, skip this procedure.

6. When using IBM Cloud Private with the Spectrum Virtualize Family products,
use only hostnames, and not IP addresses, for the Kubernetes cluster nodes.
Then, in the config.yaml file, set the kubelet_nodename parameter to hostname
to install the ICP nodes with hostnames as well.

Managing SSL certificates

IBM Storage Enabler for Containers uses SSL certificates for maintaining a secure
communication link between the IBM Storage Enabler for Containers server, its
database, the Dynamic Provisioner, the FlexVolume, and the Spectrum Connect
server.

Before you begin
Download and extract the IBM Storage Enabler for Containers installer to gain

access to the installation script (ubiquity_installer.sh). See steps 1 to 3 of the
[“Performing installation” on page 10|section.

About this task

IBM Storage Enabler for Containers supports two SSL modes, when
communicating with its components:

8 1BM Storage Enabler for Containers



* require, when no validation is required. The IBM Storage Enabler for Containers
server generates self-signed certificates on the fly. In this mode, you can skip the
procedure detailed below and continue with the installation of the IBM Storage
Enabler for Containers without any special SSL configuration.

* verify-full, expecting the user to provide relevant certificates. When enabled, this
SSL mode requires additional configuration steps as listed below.

Procedure

1. When operating in the verify-full mode, you will need to generate the following
three pairs of the public-private keys for:

* Spectrum Connect server. You can upload these certificates to the server, as
explained in the IBM Spectrum Connect user guide.

* IBM Storage Enabler for Containers (ubiquity) service object.
* IBM Storage Enabler for Containers database (ubiquity-db) service object.
2. Verify that:

* The SSL certificates that you have generated are valid and signed by root
CA.

* The SSL certificates have valid common and alternative names. The
alternative names list must contain valid DNS names and/or IP addresses of
the Spectrum Connect server, ubiquity service object, and ubiquity-db service
object.

Run this command to obtain the required network parameters for the
ubiquity and ubiquity-db services:
$> ./ubiquity_installer.sh -s create-services

The script generates two Kubernetes services that provide the required
DNS/IP address combinations.

* The private certificate and certificate key files have the following names:
— ubiquity.crt and ubiquity.key for the ubiquity service object.
— ubiquity-db.crt and ubiquity-db.key for the ubiquity-db service object.

* The trusted CA files contain the root CA certificate and have the following
names:

— sche-trusted-ca.crt for the Spectrum Connect server.

— ubiquity-trusted-ca.crt for the ubiquity service object.

— ubiquity-db-trusted-ca.crt for the ubiquity-db service object.
* Copy all generated *.crt and *.key files to a dedicated directory.

3. Run the $> ubiquity_installer.sh -s create-secrets-for-certificates -t
<certificate directory> command to create the following ConfigMap and
secrets:

* ConfigMap ubiquity-public-certificates for all the trusted CA files.

e The ubiquity-private-certificate secret for the private certificates used by
the ubiquity service object.

* The ubiquity-db-private-certificate secret for the private certificates used
by the ubiquity-db service object.

4. Proceed with installation of the IBM Storage Enabler for Containers, as detailed
in [“Performing installation” on page 10.|

Downloading the software package

IBM Storage Enabler for Containers is available as a free software solution for IBM
storage system customers.

Chapter 2. IBM block storage deployment 9
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About this task

You can download the latest version of the Installer for IBM Storage Enabler for
Containers at any time from the [[BM Fix Central} Fix Central provides fixes and
updates for your systems software, hardware, and operating system.

Performing installation

You can install the IBM Storage Enabler for Containers software on a compatible
version of Kubernetes. For more information, refer to the release notes of this
software package.

Before you begin

Verify that you have completed the preliminary configuration steps, as detailed in
[‘Compatibility and requirements” on page 5.|

Important:

* During installation of the IBM Storage Enabler for Containers, the IBM Storage
Kubernetes FlexVolume driver is automatically installed on all master and
worker nodes in a Kubernetes cluster, using the ubiquity-k8s-flex DaemonSet.

* A single IBM Storage Enabler for Containers instance can be installed per one
Kubernetes cluster.

Procedure

Follow these steps to install IBM Storage Enabler for Containers:

1. Download the installer. See [“Downloading the software package” on page 9).

2. Use the kubect1 command to copy the installer to a local folder on a host that
can access the Kubernetes cluster. Usually, a master node has access to the
cluster.

3. Extract the installer file ('* ' represents the build number):

G tar -xzvf installer-for-ibm-storage-enabler-for-containers-x.y.z-*.tar.gz )

4. Update the ubiquity_installer.conf configuration file, according to your
environment requirements. Replace the VALUE placeholders in the files with
your values.
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Important:

* Any change to be made after running the installation script must be performed
manually in the corresponding ym1 files themselves.

* If you install Enabler for Containers offline:

— Download the required images from the Docker Hub. Verify that the
operating system and architecture of your host matches the operating system
and architecture of the images being pulled. If you intend to support multiple
architectures offline, download all the architecture images and generate a
Docker manifest locally.

— Copy the images to your internal Docker registry.

— If you still want to support multiple architecture offline, then you need to
download all the architecture images and generate an docker manifest inside
your local site.

— Update the ubiquity_installer.conf configuration file, according to the new
image location.

Table 1. Configuration parameters in ubiquity_installer.conf

Parameter Description

UBIQUITY_IMAGE Docker image of the IBM Storage Enabler for Containers to be
deployed as Kubernetes deployment/ubiquity. Set by default to
ibmcom/ibm-storage-enabler-for-containers:x.y.z. The
image is available in the

UBIQUITY_DB_IMAGE Docker image of the IBM Storage Enabler for Containers
database to be deployed as Kubernetes deployment/ubiquity-
db. Set by default to ibmcom/ibm-storage-enabler-for-
ﬂainers-db:x.y.z. The image is available in the
[Hub

UBIQUITY_K8S_ Docker image of the IBM Storage Dynamic Provisioner to be
PROVISIONER_IMAGE deployed as Kubernetes deployment//ubiquity-k8s-
provisioner. Set by default to ibmcom/ibm-storage-dynamic-
provisioner-for-kubernetes:x.y.z. The image is available in

the |[Docker Hub|

UBIQUITY_K8S_FLEX_ Docker image of the IBM Storage FlexVolume to be deployed
IMAGE as Kubernetes daemonset/ubiquity-k8s-flex. Set by default to
ibmcom/ibm-storage-flex-volume-for-kubernetes:x.y.z. The
image is available in the

SCBE_MANAGEMENT_IP_VALUE | IP address or FQDN of the Spectrum Connect server.

SCBE_MANAGEMENT_PORT_ Communication port of the Spectrum Connect server. Default
VALUE value is 8440.

SCBE_DEFAULT_SERVICE_ Default Spectrum Connect storage service to be used, if not
VALUE specified by the storage class.

UBIQUITY_INSTANCE_NAME_ | A prefix for any new volume created on the storage system.
VALUE For example, u_<instance_name>_<PVC_ID>.
DEFAULT_FSTYPE_VALUE File system type of a new volume, if not specified by the user

in the storage class.

Allowed values: ext4 or xfs. Default value is ext4.

DEFAULT_VOLUME_SIZE_ Default volume size (in GB), if not specified by the user when
VALUE creating a new volume. Default value is 1.
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Table 1. Configuration parameters in ubiquity installer.conf (continued)

Parameter

Description

LOG_LEVEL_VALUE

Log level.

Allowed values: debug, info, error. Default value is info.

SSL_MODE_VALUE

SSL verification mode.

Allowed values: require (No validation is required, the IBM
Storage Enabler for Containers server generates self-signed
certificates on the fly.) or verify-full (Certificates are provided
by the user.).

The verify-full mode requires additional configuration steps, as
detailed in the[“Managing SSL certificates” on page 8| section.

SCBE_USERNAME_VALUE

Username defined for the IBM Storage Enabler for Containers
interface in Spectrum Connect.

Note: The IBM Storage Enabler for Containers interface
appears as Spectrum Connect GUL

SCBE_PASSWORD_VALUE

Password defined for the IBM Storage Enabler for Containers
interface in Spectrum Connect.

Note: The IBM Storage Enabler for Containers interface
appears as Enabler for Containers in Spectrum Connect GUIL

UBIQUITY_DB_PV_NAME_
VALUE

Name of the persistent volume to be used for the ubiquity-db
database.

For the Spectrum Virtualize and Spectrum Accelerate storage
systems, use the default value (ibm-ubiquity-db). For the DS8000
storage system, use a shorter value, such as (ibmdb). This is
necessary because the DS8000 volume name length cannot
exceed 16 characters. As a result, the UBIQUITY_INSTANCE_NAME
and UBIQUITY_DB_PV_NAME combination
(u_<instance_name>_<PV_name>) cannot exceed 16 characters.

UBIQUITY_DB_USERNAME_
VALUE

Username and password for the deployment of ubiquity-db
database.

Do not use the postgres username, because it already exists.

UBIQUITY_DB_PASSWORD_
VALUE

Username and password for the deployment of ubiquity-db
database.

STORAGE_CLASS_NAME_
VALUE

Storage class name.

Note: The storage class parameters are used for creating an
initial storage class for the ubiguity-db PVC. You can use this
storage class for other applications as well.

It is recommended to set the storage class name to be the same
as the Spectrum Connect storage service name.

STORAGE_CLASS_PROFILE_

VALUE

Storage class profile, directing to the Spectrum Connect storage
service name.

STORAGE_CLASS_FSTYPE_
VALUE

File system type for the storage class profile.

Allowed values: ext4 or xfs. Default value is ext4.

FLEX_LOG_DIR_VALUE

Directory for storing the ubiquity-k8s-flex.log file. Set by
default to /var/log.

IBM Storage Enabler for Containers




5. Apply the ubiquity_installer.conf settings to the relevant yml files of the
installer. Run the
$> ./ubiquity_installer.sh -s update-ymls -c ubiquity_installer.conf
command to do this. The code example below illustrates a successful
configuration of the ym1 files.

[root@k8s-18-master-ibm installer-for-ibm-storage-enabler-for-containers-x.y.z-*]#
./ubiquity_installer.sh -s update-ymls -c /var/tmp/ubiquity_installer.conf
Executing STEP [update-ymls]...
Updating yml files with placeholders from /var/tmp/ubiquity_installer.conf file. Are you sure (y/n): y
Update placeholder [UBIQUITY_IMAGE 1 in files : ./yamls/ubiquity-deployment.yml
Update placeholder [UBIQUITY_DB_IMAGE 1 in files : ./yamls/ubiquity-db-deployment.yml
Update placeholder [UBIQUITY_K8S_PROVISIONER_IMAGE] in files : ./yamls/ubiquity-k8s-provisioner-deployment.yml

Update placeholder [STORAGE_CLASS_NAME_VALUE 1 in files : ./yamls/storage-class.yml
./yamls/ubiquity-db-pvc.yml ./yamls/sanity _yamls/sanity-pvc.yml

Update placeholder [STORAGE_CLASS_PROFILE_VALUE ] in files : ./yamls/storage-class.yml

Update placeholder [STORAGE_CLASS_FSTYPE_VALUE 1 in files : ./yamls/storage-class.yml

Finished updating yml files according to /var/tmp/ubiquity_installer.conf

6. Start the installation by running the $> ./ubiquity_installer.sh -s install
command. Make sure that the name of the target configuration file is config.
The installation is complete, illustrated by the following message
"IBM Storage Enabler for Containers" installation finished successfully
in the Kubernetes cluster".

What to do next

1. Verify the post-installation status of the IBM Storage Enabler for Containers
service. Run the following command: $>./ubiquity_cli.sh -a status. Check
that the database status is Bound, and all other elements are available and
running, as illustrated in the following example.
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NAME TYPE DATA  AGE

secret/ubiquity-db-credentials Opaque 3 bddh

NAME DATA  AGE

configmap/ubiquity-configmap 18 6d4h

NAME CAPACITY  ACCESS MODES  RECLAIM POLICY | STATUS| CLAIM STORAGECLASS  REASON  AGE
persistentvolume/ibm-ubiquity-db 2861 RIWO Delete Bound ubiquity/ibm-ubiquity-db  gold Bddh
NAME STATUS| WVOLUME CAPACITY  ACCESS MODES  STORAGECLASS  AGE
persistentvolumeclaim/ibm-ubiquity-db | Bound ibm-ubiquity-db 2061 RWO gold Bddh
NAME TYPE CLUSTER-IP EXTERNAL-IP  PORT(S) AGE

service/ubiquity ClusterIP 18.183.235.235 <none> 9999/TCP  6ddh

NAME TYPE CLUSTER-IP EXTERMAL-IP  PORT(S) AGE

service/ubiquity-db  ClusterIP 108.96.119.189 <none> 5432/TCP  Bdsh

NAME DESIRED  CURRENT  READY UP-TO-DATE  AVAILABLE  NODE SELECTOR  AGE
daoemonset . extensions/ubiquity-k8s-flex 3 3 3 3 3 <nones Gddh
NAME DESIRED CURRENT  UP-TO-DATE  AVAILABLE  AGE

deployment. extensions/ubiquity 1 L 1 1 6d4h

NAME DESIRED CURRENT  UP-TO-DATE  AVAILABLE  AGE

deployment . extensions/ubiguity-db 1 1 1 1 6d4h

NAME DESIRED  CURRENT  UP-TO-DATE  AVAILABLE  AGE

deployment . extensions/ubiguity-k8s-provisioner 1 1 1 1 od4h

NAME TYPE DATA  AGE

sche-credentials Opague 2 Gddh

kubectl get --namespace ubiquity pod | egrep "subiguity]ANAME™

NAME READY | STATUS RESTARTS  AGE

ubiguity-7964d5ffdc-p7hpz 171 Running | 3 Gddh

ubiquity-db-5555dd7c5d-966vE 1/1 Running | 2 6d4h

ubiquity-kBs-flex-gzfg5 171 Running | 4 bd4h

ubiquity-kBs-flex-visgd 111 Running | 7 6d4h

ubiquity-kBs-flex-vks5Sz 171 Running | 2 Bd4h
ubiquity-k8s-provisioner-5b48d97577-k5thg 1/1 Running | & Gd4h

[roct&kBs-master-kas installer-for-ibm-storage-enabler-for-containers-1.2.0-118)#

Figure 2. IBM Storage Enabler for Containers post-installation status

Note: You can use the $>./ubiquity cli.sh -a status_wide command to display
the full system status. You can use it to verify that there is ubiqutiy-k8s-flex pod on
each worker and master node.

2.

Perform the sanity test to spin up and down the Kubernetes PVC and pod. Run
this command: $>./ubiquity_cli.sh -a sanity. The following message must
be displayed: Sanity finished successfully (pvcl and podl were
successfully created and deleted).

In addition to the default storage class, define more Kubernetes storage classes,
if needed. This default storage class, named as a value of the
STORAGE_CLASS_NAME_VALUE parameter in the ubiquity_installer.conf file, was
created during the installation. Template for setting storage classes is included
in the ./yamls/templates/storage-class-template.yml file. See [‘Configuring]
[storage classes, PVCs and pods” on page 20| for details.

Use the IBM Storage Enabler for Containers for creating persistent volume
claims (PVCs) on IBM storage systems. Template for PVC configuration is
included in the ./yamls/templates/pvc-template.yml file. See

[storage classes, PVCs and pods” on page 20| for details.

Upgrading existing installation

If you are already using earlier releases of IBM Storage Enabler for Containers, you
can upgrade to the newer version without having to uninstall the previous one.
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Before you begin

Verify version of your current installation of IBM Storage Enabler for Containers.
Only version 1.2.0 of the package can be upgraded to version 2.0.0.

Procedure

Perform the following procedure to upgrade IBM Storage Enabler for Containers:

1. Download the installer. See [“Downloading the software package” on page 9.

2. Uncompress the installer *.tar file.
3. Create the service account files using the extracted yaml files.

Note: Enabler for Containers uses the ubiqutiy-k8s-provisioner service account
for communication with the Kubernetes API server.

* kubectl create -n ubiquity -f ubiquity-k8s-provisioner-
serviceaccount.yml

* kubectl create -n ubiquity -f ubiquity-k8s-provisioner-
clusterrolebindings.yml

* kubectl create -n ubiquity -f ubiquity-k8s-provisioner-
clusterroles.yml

4. Update and apply the ubiquity-k8s-provisioner deployment using the
kubect1 edit deployment ubiquity-k8s-provisioner -n ubiquity command.

* Add the serviceAccount: ubiquity-k8s-provisioner line between spec:
and containers:.

* Change the image: tag of the Provisioner from version <current version
number> to <new version number>.

* Delete the name: k8s-config and mountPath: /tmp/k8sconfig lines in the
volumesMap category.

* Delete the name: k8s-config, configMap: and name: k8s-config lines in the
volumes category.

5. Save and exit the edit mode.

6. Delete k8s-config using the kubectl delete -n ubiquity configmap/k8s-
config command.

7. Update the rest of the deployment images by changing the image tag from
version <current version number> to <new version number>:
* kubectl edit deployment ubiquity-db -n ubiquity
* kubectl edit deployment ubiquity -n ubiquity
* kubectl edit daemonset ubiquity-k8s-flex -n ubiquity

8. Verify that the image update was successful by checking the status of the IBM
Storage Enabler for Containers pods. Navigate to the directory where the IBM
Storage Enabler for Containers was installed and run the following command
ubiquity_cli.sh -a status_wide and check that all relevant pods are in the
Running state.

Note: You can also use the #> kubectl get -n ubiquity
pod,daemonset,deployment -o wide command to verify the update.

The image update is finished.
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9. After the update, change the image version from <current version number> to
<new version number> in all relevant yml files. Otherwise, you will not be able
to start the images using ubiquity_cli.sh -a start. Use the following
procedure:

a. Navigate to your installer directory and go the /yaml folder in it.
b. Locate the following yml files:

* ubiquity-depToyment.yml

* ubiquity-k8s-provisioner-deployment.yml

* ubiquity-k8s-flex-daemonset.yml

* ubiquity-db-deployment.yml

c. Edit the files and manually change the image version from <current version
number> to <new version number>. For example, image:
ibmcom/ibm-storage-enabler-for-containers-db:<current version number>
to image: ibmcom/ibm-storage-enabler-for-containers-db:<new version
number>.

Uninstalling the software package

If you want to completely remove the IBM Storage Enabler for Containers
software, use the following procedure.

Before you begin

Verify that there are no persistent volumes (PVs) that have been created, using IBM
Storage Enabler for Containers.

Important: The uninstallation process removes the IBM Storage Enabler for
Containers components, its metadata, user credentials, ubiquity namespace and
other elements.

Procedure

To uninstall the IBM Storage Enabler for Containers software:

1. Log on to the host which contains the Enabler for Containers and navigate to
the installation directory.

2. Run this script to completely uninstall IBM Storage Enabler for Containers:
$> ./ubiquity_uninstall.sh. The installation is complete, illustrated by the
following message
"IBM Storage Enabler for Containers" uninstall finished..

3. As this script does not uninstall the FlexVolume from all Kubernetes nodes,
perform these additional steps for the complete FlexVolume removal:

a. If you use Kubernetes version 1.6 or 1.7 and have the /usr/1ibexec/
kubernetes/kubelet-plugins/volume/exec directory on the
controller-manager static pod, remove the Kubernetes FlexVolume from the
controller-manager pod and restart the kubelet service.

b. Delete the /usr/libexec/kubernetes/kubelet-plugins/volume/exec/
ibm™~ubiquity-k8s-flex directory from all Kubernetes nodes.

c. Restart the kubelet service on all nodes.
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Managing integration with IBM Spectrum Connect

The IBM Storage Enabler for Containers is used for provisioning of storage
volumes from an external IBM storage system to Kubernetes containers.

About this task

The following procedure details how to add the IBM Storage Enabler for
Containers interface to IBM Spectrum Connect. A single IBM Storage Enabler for
Containers interface can be operated per one Kubernetes cluster.

Procedure

1. On the Interfaces pane, click Add Interface, and then select Enabler for
Containers. The Add New Enabler for Conatainers Interface dialog box is
displayed.

Username
Password

Gonfirm Password

2 Download installation package o

Cancel

Figure 3. Add New Enabler for Containers Interface dialog box

2. Enter credentials for the new IBM Storage Enabler for Containers user, and
click Apply.

Note: When entering a user name and password for an Enabler for Containers
interface on the IBM Spectrum Connect with LDAP authentication, make sure that
these credentials are the same as defined for LDAP. In addition, you can choose
between using a single user or user group, if LDAP is enabled for this IBM
Spectrum Connect instance.

The IBM Storage Enabler for Containers interface is now added to IBM
Spectrum Connect.
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Interfaces Add Interface

vCenter dima-vcB7.ps.xivibm.com | Allocated 577.5GiB (Used 33%)

Enabler for Containers admin_1 | Allocated 0GiB (Used 0%)

Figure 4. IBM Storage Enabler for Containers interface on the Interfaces pane

What to do next

You can continue integrating the IBM Storage Enabler for Containers interface, as
explained in the following sections:

* |“Delegating storage services to the IBM Storage Enabler for Containers|

interface.”|

* |“Canceling service delegation to IBM Storage Enabler for Containers” on page]

9]

Delegating storage services to the I