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Shares Admin Guide for Linux

Introduction

IBM Aspera Shares is a web application that enables companies to share content in the form of files
and directories of any size within their organization or with external customers and partners. Shares is
powered by IBM Aspera High-Speed Transfer Server, which features the Aspera Node API, a daemon
providing REST-enabled file operations and a transfer management API.

Features

Intuitive Shares web interface provides secure access to a consolidated, location independent view of
all content to which a user is authorized.

The administrator role has complete control over user, group, and directory service access to content
and can define granular permission settings over all end-user operations such as browsing, uploading,
downloading, making new directories, renaming or deleting files and directories

Transfers initiated through the Shares web interface are managed by the Aspera Connect Plug-in —
users do not need to have a native client application installed.

Transfers are powered by Aspera's unique FASP protocol. Attachments are sent securely at high speed,
regardless of file size, distance, or network.

Deployment

You can deploy Shares in the following ways:

A single server solution that enables gathering or distributing content from a single content store and
transfer node.
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A separate server that consolidates multiple content nodes — local, remote, or cloud-based file systems
— into a single view and enables management of user access and file transfers across all nodes.

Shares Admin Guide for Linux 1



Shares Web Interface | (<)
T ~L:°|Q

@
|-f'.'lDatacmrcr_ Emeryville, CA‘ BOFTLAYER dpfdmazn () Googh J
Functionality

With Shares you can perform the following tasks:

Use search, filtering, and sorting to find individual files or folders in content stores.

Transfer single files, individual directories, or batches of files and directories of any size over any
distance.

Direct drag-and-drop transfers between shares to move files between globally dispersed nodes.
Provide secure authenticated access with support for users, groups, and directory services.
Manage access and visibility of nodes and directories.

Manage user activities at the directory level.

Set up a real-time activity feed that keeps track of user actions and operations such as creating,
deleting, and renaming files and directories. Also keep track of all administration and management
functions.

Configure system logging levels.

Installing Shares

Installing Shares

Before You Begin...

Shares includes an Nginx web server listening on ports 80 and 443. For best results, Aspera recommends
using a machine that does not run a web server. If you are using a web server, keep port 80 or 443 open,
configure either that server or the Nginx server to use different ports. If you are installing an IBM Aspera
High-Speed Transfer Server and Shares on the same host and configure a firewall, close all ports that are
not required (see IBM Aspera High-Speed Transfer Server: Configuring the Firewall).

1. Review the system requirements section of the release notes.

2. Download the latest version of IBM Aspera Shares from http://downloads.asperasoft.com/en/

downloads/34.

. Verify that the hosts file has an entry for 127.0.0.1 localhost/. You can find this file at /etc/
hosts).

4. Disable SELinux.

SELinux must be set to "permissive" or "disabled", not "enforced". To check the status of SELinux, run
the following;:

# sestatus

If SELinux is set to "enforced", see “Disabling SELinux” on page 75.
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Install Shares

1. Unpack the installer.
Run the following command as root, where version is the package version:

[root] # xpm -Uvh aspera-shares-version.xrpm

The following is an example of the output generated during the unpacking:

Preparing... THHHHHHHHHHHEHHHHEEHHHHHEEHHHHEEEEEEEEEEEEEE [100%]
1:aspera-shares 1H HHE [100%

To use a remote MySQL server and disable the local MySQL server,
add the connection information to this file:

/opt/aspera/shares/etc/my.cnf.setup
To complete the installation, please run this script as the root user:
[root]$ /opt/aspera/shares/u/setup/bin/install

For more information about using a remote MySQL server, see “Using Another MySQL Server During
Installation” on page 76.

2. Run the install script.

# /opt/aspera/shares/u/setup/bin/install
The following is an example of the output generated during installation:

Starting aspera-shares ...
Started
Testing 20 times if MySQL is accepting connections ...
Waiting for MySQL server to answer.
mysqld is alive
Writing /etc/init.d/aspera-shares ...
Running chkconfig to add the service to the runlevels ...
Generating a private key and self-signed certificate ...
To install your own private key and certificate authority-signed certificate, replace these
files
/opt/aspera/shares/etc/nginx/cert.key
/opt/aspera/shares/etc/nginx/cert.pem
Creating the shares database ...
Loading the shares database schema ...
Initializing the shares database ...

To create an admin user, run this command:

/opt/aspera/shares/u/shares/bin/run rake aspera:admin NAME="admin"
PASSWORD="jFOBTzkgoJBk836cVIW3zFXTX7Xv0JSg" EMAIL="aspera@example.com"

Creating the stats collector database ...
Generating stats collector keys ...
Done

3. Create an admin user.

The admin user account on the Shares server is used to configure Shares, including configuring users,
security settings, and shares. Shares randomly generates a password that you can copy and paste to
create the admin user, or you can create your own password.

$ /opt/aspera/shares/u/shares/bin/run rake aspera:admin NAME="username" PASSWORD="password"
EMAIL="email_address"

4. If Shares will be referenced as multiple IP addresses or hostnames (for example, as 1ocalhost or as
shares.example.com), add those IP addresses or hostnames to the AcceptedHosts parameter in
the Shares configuration file (/opt/aspera/shares/u/shares/config/shares.yml).
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The AcceptedHosts parameter lists the IP addresses or hostnames by which a user or client can
reference the Shares server. Add multiple IP addresses and hostnames as a comma-separated list in
the AcceptedHosts section in the shares.yml file. For example:

AcceptedHosts: [localhost, shares.example.com, 10.0.1.128] 4# 10.0.1.128 is the server IP
address

5. Restart all Shares services.

# service aspera-shares restart

Shares is now running and accessible from the IP address or domain name configured during installation.
For more information about accessing Shares and logging in for the first time, see “First Log In and
Licensing” on page 8.

Upgrading Shares

Important: IBM Aspera supports direct upgrades to the current General Availability (GA) version from
only two GA versions prior to the current release. To upgrade to the latest version, you must be within two
GA versions of the current version. Upgrading from older version requires upgrading in steps. For example,
if you are four GA versions behind, upgrade to two GA versions behind (GA - 2), and then upgrade to the
current GA version.

Warning:

Prior to performing any upgrade, IBM Aspera strongly recommends customers:

1. Perform a full environment back up and ensure the back up is successful. In case the upgrade

fails, the only reliable, short-term fix is to roll back the environment using the back up.
2. Test the upgrade in a test environment comparable to the production environment.

3. If upgrading the test environment is successful, upgrade the production environment, but do
not bring the production environment back online.

4. Prior to bringing the production environment back online, the customer must test the
application to determine if an immediate rollback is needed. Otherwise, customers risk losing
all data generated between upgrade and rollback.

1. Download IBM Aspera Shares.
2. Back up your system before performing an upgrade.
a) Run the following script as a root user.
The script stops Shares services, backs up all necessary files, and restarts Shares.

# /opt/aspera/shares/u/setup/bin/backup /backup_dir

Note: The rake task runs as an unprivileged user. Ensure ensure the destination directory is
writable by all users. Aspera recommends using /tmp.

For example:

# /opt/aspera/shares/u/setup/bin/backup /tmp

Creating backup directory /tmp/20130627025459 ...
Checking status of aspera-shares ...

Status is running

mysqld is alive

Backing up the Shares database and config files ...
Backing up the SSL certificates ...

Done

b) Make a note of the ID of the created backup directory for future use. In the above example:
20130627025459.

3. Unpack the installer.
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Run the following command as root, where version is the package version:

# rpm -Uvh aspera-shares-version.rpm

The following is an example of the output generated:

Preparing... FHHHHHEHHHHHHEHHHHEHEHHHHEHEHEHHHEEERHHEEEERE [1009%]

Switching to the down runlevel ...
runsvchdir: down: now current.
Switched runlevel

Checking status of aspera-shares ...
Status is running

Stopping aspera-shares ...

Stopped

1:aspera-shares F [100%

To complete the upgrade, please run this script as the root user:

[root]$ /opt/aspera/shares/u/setup/bin/upgrade
4. Run the upgrade script.
# /opt/aspera/shares/u/setup/bin/upgrade
The following is an example of the output generated during the upgrade:

Starting aspera-shares ...

Started

Waiting for MySQL server to answer

mysqld is alive

Migrating the Shares database ...
Initializing the Shares database ...
Clearing background jobs ...

Migrating the stats collector database ...
Done

5. If the system is configured to serve Connect locally, point Shares to the new Connect SDK location.

Note: For more information on serving Connect locally, see “Serving Connect from a Local Location” on
page 58.

To ensure the system continues to serve Connect locally after upgrade, go to
the_aspera_web_plugin_install.html.haml file, located in the following location:

/opt/aspera/shares/u/shares/app/views/node/shared/
Find the following line:
- connect_autoinstall_location = '//d3gcli72yxqn2z.cloudfront.net/connect/v4'
« To programmatically set the domain name of the server, change the line to the following:
- connect_autoinstall_location = "//#{ request.host_with_port %/connect/v4"

- To manually set the domain name of the server, change the line to the following, replacing
shares.example.com with the Shares server domain.

- connect_autoinstall_location = '//shares.example.com/connect/v4'
Find the following line under function loadConnectScript:
var url = window.location.protocol + CONNECT_AUTOINSTALL_LOCATION + '/' + script + '.min.js';

Replace it with the line below, deleting .min:

var url = window.location.protocol + CONNECT_AUTOINSTALL_LOCATION + '/' + script + '.js';
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6. If Shares will be referenced as multiple IP addresses or hostnames (for example, as 1ocalhost or as
shares.example.com), add those IP addresses or hostnames to the AcceptedHosts parameterin
the Shares configuration file (/opt/aspera/shares/u/shares/config/shares.yml).

The AcceptedHosts parameter lists the IP addresses or hostnames by which a user or client can
reference the Shares server. Add multiple IP addresses and hostnames as a comma-separated list in
the AcceptedHosts section in the shares.yml file. For example:

AcceptedHosts: [localhost, shares.example.com, 10.0.1.128] 4# 10.0.1.128 is the server IP
address

7. Restart all Shares services.
# service aspera-shares restart

8. When upgrading from Shares 1.9.12, you must rename any SAML group that has special characters in
its name.

Due to a security upgrade included in version 1.9.12 and later, Shares escapes special characters
found in the SAML assertion, affecting SAML group IDs and names. Since the encoded version of the
text does not match existing SAML group IDs or names, Shares creates new SAML groups. Shares
escapes these special characters:

Special character Encoded character
& &amp;

< &lt;

> &gt;

" &quot;

' &iEx27 ;

/ &iEx2F;

Associate newly created groups with the existing SAML groups:

a) If needed, remove any new group that was created with an escaped, special character in its name.

b) Modify both the SAML IDs and names of existing SAML groups to use escaped, special characters.
Shares is now running and accessible from the IP address or domain name configured during installation.

Note: If after upgrading, Shares does not load in the browser, check to see if Nginx is running on the
Shares machine. If Nginx is not running, and trying to restart the service manually results in the error
message below, follow the instructions in “Disabling IPv6 Support in Shares” on page 78 to disable
Nginx from listening to IPv6 ports.

nginx: [emerg] socket() [::]1:80 failed (97: Address family not supported by protocol)

Note: If after upgrading you notice that only the MySQL service is running, see “Fixing Services Not
Running After Upgrading Shares” on page 74 for instructions on how to fix the issue.

Securing an SSH Server

SSH servers listen for incoming connections on TCP port 22. Therefore, port 22 is subjected to
unauthorized login attempts by hackers trying to access unsecured servers. To prevent unauthorized
server assess, you can turn off port 22 and run the service on a random port between 1024 and 65535.

The following task requires root access privileges.

Aspera transfer products ship with OpenSSH listening on both TCP/22 and TCP/33001. Aspera
recommends using TCP/33001 only and disabling TCP/22.

1. Use a text editor to open the SSH configuration file.

6 IBM Aspera Shares 1.10



/etc/ssh/sshd_config

Note: Before changing the default port for SSH connection, verify with your network administrators
that TCP/33001 is open. Notify users of the port change

. Add the new SSH port

Port 22
Port 33001

Note: Before changing the default port for SSH connections, verify that TCP/33001 is open.

To enable TCP/33001 while you are migrating from TCP/22, open port 33001 within the sshd_config
file where SSHD is listening on both ports.

. Disable TCP/22 by commenting it out in the sshd_config file.

. Disable TCP/22 by modifying /etc/services so that the only open SSH port is TCP/33001.

. In OpenSSH versions 4.4 and later, disable SSH tunneling to avoid potential attacks by adding the
following lines at the end of the sshd_config file. As a result only Root users are permitted to tunnel.

AiiochpForwarding no
Match Group root
AllowTcpForwarding yes

Depending on your sshd_config file, you may have additional instances of Al1lowTCPForwarding
that are set to the default Yes. Review your sshd_config file for other instances and disable as
appropriate.

Disabling TCP forwarding does not improve security unless users are also denied shell access, as they
can always install their own forwarders. Review your user and file permissions, and see the following
instructions on modifying shell access.

. Update authentication methods by adding or uncomment PubkeyAuthentication yesinthe
sshd_config file and comment out PasswordAuthentication yes.

ﬁﬂbkeyAuthentication yes
#PasswordAuthentication yes
PasswordAuthentication no

. Disable root login by commenting out PexmitRootLogin yesinthe sshd_config file and adding
PermitRootLogin No.

#ﬁérmitRootLogin yes
PermitRootLogin no

Administrators can then use the su command if root privileges are needed.
. Restart the SSH server to apply the new settings.

Restart or reload the SSH Server using the following commands:

OS Version Instructions

RedHat (restart) $ sudo service sshd restart
RedHat (reload) $ sudo service sshd reload
Debian (restart) $ sudo /etc/init.d/ssh restart
Debian (reload) $ sudo /etc/init.d/ssh reload
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First Log In and Licensing

Important: For purchasers of Aspera Enterprise, a license enabling Shares as part of Enterprise can be
downloaded from IBM Fix Central.

A Shares admin must log in and enter a valid license before other users can log into Shares. No other user
interaction is permitted until a valid license is installed.
1. Open the Shares web application.

In a browser, goto http://shares_ip_address. The Shares login page appears with a warning
related to the missing license file.

Missing or invalid license,

or license terms exceeded.
Only an admin may log in
until the problem is resolved.

Log In

Username
Password
Log In

Forgot your username or password?

If Shares does not load in the browser, check to see if Nginx is running on the Shares machine. If Nginx
is not running, and trying to restart the service manually results in the error message below, follow the
instructions in “Disabling IPv6 Support in Shares” on page 78 to disable Nginx from listening to IPv6
ports.

nginx: [emerg] socket() [::]:80 failed (97: Address family not supported by protocol)

2. Log into Shares.

Log in using the Shares admin account username and password created during installation. If you
don't remember your password, you can reset it by clicking Forgot your username or password? and
following the on-screen instructions, or by running the following command on the Shares server:

# /opt/aspera/shares/u/shares/bin/run rake aspera:admin NAME="admin_username"
PASSWORD="password" EMAIL="email_address"

3. Enter your Shares license information.

Copy and paste the text from your license into the space in the license dialog. Click Save. If you need
to update your license, see “Updating the License” on page 76.

After entering a valid license, Shares displays your Expiration Date and the Max Users and Max Nodes
allowed by your license.

Configuring Shares Web Server and Transfer Policies

After installing Shares for the first time, configure Shares to insert valid links in emails, and configure
transfer policies for your use case.

1. Set the web server name to enable links in emails.

Setting | Description Default

Host Set the hostname or IP address of the server. The Host value is used in example.com
URLs generated in Shares notification emails.
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Setting | Description Default

For example, when an account is created for a user, Shares sends the
user an email prompting the user to reset the password by clicking a URL.
Shares uses the Host value to generate the URL.

Port Set the HTTPS port on the server. 443

SSL/TLS | Enable or disable SSL/TLS. Enabled

For more information about SSL, see “Installing a Signed SSL Certificate
Provided by Authorities” on page 17.

2. Set the transfer rates and transfer policies (System Settings > Transfers). If rates and policies are not
set, Shares uses node defaults; if node defaults are not set, Shares uses ascp defaults.

Aspera recommends defining:
a. Upload target rate

b. Starting policy

c. Log policies

For more information about transfer rates and transfer policy settings, see “Configuring Transfer
Settings” on page 14.

Uninstalling Shares

Note: If you wish to retain your data for future installations of IBM Aspera Shares, backup your system
before performing an uninstall. See “Backing Up Shares and the Database” on page 73.

1. Stop Shares services.
Run the following command:

# service aspera-shares stop

2. Uninstall Shares.
Run the following commands:

# rpm -e aspera-shares
# rm -rf /opt/aspera/shares

Configuring Shares Options

Configuring the Web Server

Configure the host, port, and SSL/TLS settings for Shares. Shares uses the host to create correct links in
notification emails.

Enter the IP address of your Shares server in the Host field.

Important: If you are using a domain name, you must add that domain name to the AcceptedHosts
parameter in the Shares configuration file (/opt/aspera/shares/u/shares/config/shares.yml).
For more information, see “Allowing Connections from More Hosts” on page 16.

The Shares Home Page

When you log into IBM Aspera Shares, you land on your Shares homepage.
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@ aspera shares A

Home

Preferences S

@ Logout F
= My Activity
= All Activity

Callout | Link Action

A Home Goes to your Shares home page.

B Admin Goes to the admin page.

C Errors and Warnings | Opens a pop-up window containing a summary of errors and warnings

icon with links to individual errors and warnings as well as the Errors and
Warnings page.

D username Opens a drop-down menu with links for Preferences and Logout.

E Preferences Goes to the Preferences page. For more information, see “Configure
User Preferences” on page 10.

Logout Logs you out of Shares and goes to the Shares Log In window.
G SHARES + Your shares are listed below this heading. If you have authorization,
. click + to add a new share. For more information, see “Creating a
Note: The +is ” .
e . Share” on page 51. If Home Shares are enabled, your Home Share is
visible only if you are | . . . . « ;
. listed above this heading. For more information, see “Managing Home
authorized to create ”
Shares” on page 12.
shares.

H NODES + Click + to add a new node. For more information, see “Adding Nodes”
on page 31. Once you have added nodes, they are listed below this
heading.

I ACTIVITY Click My Activity to see and search your Shares activity. Click All
Activity to see and search the activity of all users and all activities
in nodes and shares.

Configure User Preferences

To configure your user account settings, click your username in the top right corner of the browser

window and click Preferences.

admin_user

Preferences

Logout
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Click Edit next to the headers to change general settings such as your first and last name, your password,
and your email address, as well as change your email notification options, configure your system display,
and choose to suppress the Aspera Connect install dialog.

Email Settings

Note: All notifications are enabled by default.

Setting Description

Notify me when I am granted access to | Receive an email whenever you are given access to a new

a new share share.

Notify me when a new transfer is Receive an email when new content has been added to your
completed to a share (and share share. An admin must enable notifications for that share for
notification is enabled) you to receive an email.

Notify me when a user is authorized to | Receive an email whenever a user is given access to a share.

ashare Note: This option is available for admins only.

Notify me when a new user has Receive an email whenever a new user requests an account

requested an account when self-registration is enabled and set to moderated.
Note: This option is available for admins only.

Display

Setting Description

Time Zone The time zone for your system.

Date Order The order that date, month, and year are displayed.

Date Delimiter The punctuation used to separate the date, month, and year.

Time Format Display a 12-hour time format or a 24-hour time format.

Number Delimiter | The punctuation used to denote the thousands place in a number. For example, if a
comma (, ) is chosen as the delimiter then one thousand is displayed as "1,000".

Note: Number delimiter and separator cannot be the same.

Number Separator | The punctuation used to denote the decimal place in a number. For example, if a
period (.) is chosen as the delimiter then ten and two-tenths is displayed as "10.2".

Note: Number delimiter and separator cannot be the same.

Items Per Page The number of items Shares will display per page. The default is 50.

Connect Install Dialog

Each page of Shares checks for the presence of the Connect. If Connect is missing, Shares prompts you to
download the plug-in. To suppress Shares from prompting users to install Connect on each page, set the
value to true.

Configuring System Settings

The following system configuration options are available under the System Settings menu on the Admin
page.
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Setting Description

Background Configure the frequency with which Shares monitors and updates the system. Also set
the minimum allowable remaining space available on the Shares server, below which a
warning notification is issued.

Home Shares Enable or disable Home Shares. For more information on Home Shares, see
“Managing Home Shares” on page 12 and “Enabling Home Shares” on page 12.

License View or change your Shares license. For more information on updating your license,
see “Updating the License” on page 76.

Localization Configure your Shares server with your local timezone, date format, and time format.
For more information on localization, see “Configuring the Shares Time Zone and Time
Format” on page 13

Logging Configure the logging density. For more information on logging, see “Configuring
Logging Settings” on page 13.

Logos Add, edit, or delete a custom logo for your Shares web application. Logo image files
must be less than 500 kb. To make the new logo active, click Select. To delete a logo
image file, click Delete.

Note: The logo's height must be equal to or greater than 58px.

Messages Create messages that appear at the top of the log in page and the home page for all
users.

Transfers Configure settings for upload and download rates, transfer policies, and encryption.
for more information on configuring transfers, see “Configuring Transfer Settings” on
page 14.

Web Server Configure the web server settings, including the host, port, and whether SSL/TLS is
enabled.

Managing Home Shares

A Home Share is a private, empty share directory which is automatically created for new users when they
first log into Shares (if Home Shares are enabled). Users can authorize other users to access their Home
Share.

You can choose which node to use for Home Shares. A new directory is created on the node, and a share
is added to the user’s account. The user’s username is used for both the directory and share name.

Home Shares are treated like regular shares by the application. Therefore, you can choose to authorize
additional users to these shares or remove them individually after the initial creation.

When you log in, you can see all the Home Shares. For instructions on enabling Home Shares, see
“Enabling Home Shares” on page 12.

Note: If Home Share creation fails when a user first logs in, an error is logged to the activity log. The next
time the user logs in, Shares tries to create the Home Share again.

Enabling Home Shares

When Home Shares are enabled, Shares automatically creates and adds a private share directory for new
users when they first log in to Shares. Home Shares are created for all new local users, directory users,
and SAML users.

1. Go to Admin > System Settings > Home Shares.

2. To enable automatic creation of Home Shares, select Enable Home Shares.

3. From the Node drop-down list, select a node. You can also add a new node by clicking New Node. For
details on how to add a node, see “Adding Nodes” on page 31.
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4. Select the default directory or click Browse to select a different directory for the Home Share.
5. Click Save.
Disabling Home Shares

These instructions disable automatic Home Share creation for all new users. To disable a specific user's
Home Share, see “Disabling a User's Home Share” on page 39.

1. Go to Admin > System Settings > Home Shares.
2. Clear Enable Home Shares.
3. Click Save.

Note: When you disable home shares, Home Shares that already exist are not affected, and existing users
can use their existing Home Shares. Home Shares for new users are no longer created.

Changing the Home Shares Node

Note: When you modify the directory or node for Home Shares, existing Home Shares are not transferred.
Only Home Shares of new users are created in the new destination.
1. Go to Admin > System Settings > Home Shares.

2. Select a different node from the Node drop-down list. You can also change to a new node by clicking
New Node. For details on how to add a node, see “Adding Nodes” on page 31.

3. Select the default directory or click Browse to select a different directory for the Home Share.
4. Click Save.

Configuring the Shares Time Zone and Time Format

Localization settings allow you to set the time zone of the Shares server and configure date and time
formats.

1. Click Admin > System Settings > Localization.
2. Configure the following settings.

Localization Setting | Description Default

Time Zone Set the time zone associated with the Shares server. All (GMT+00:00) UTC.
activity will be logged in the chosen time zone.

Us time zones priority | Select the box to show U.S. zones at the top of the Time
Zone drop-down menu.

Date order Set the order of day, month, and year in the date. YYYYMMDD
Date delimiter Choose the date delimiter. - (dash)
Time format Set the time format. 24 Hour

3. Click Save.

Select the Reset All Defaults link to revert all changes.

Configuring Logging Settings

Admins can configure the logging level in Shares based on the desired logging density and the tolerance
for performance impacts under higher logging levels. Five logging levels are available: debug, info, warn,
error, and fatal. Logging levels are set to info by default, which logs application events.

If you are troubleshooting Shares, you may want to increase the logging level to debug, which logs
application events as well as more detailed information aimed at developers. Debug generates the most
log entries, causing the logs to fill up and rotate faster, and incurs the greatest performance penalty. For
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instructions on how to gather logs for support, see “Gathering and Zipping All Logs for Support” on page

75.

Errors and warnings are logged but may also be viewed in the Shares web application. For more
information, see “Errors and Warnings” on page 61.

Configuring Transfer Settings

To configure settings for upload and download rates, transfer policies, and encryption, click System
Settings > Transfers.

Setting Description
Min connect The minimum version of the Connect that can be used to transfer with Shares. The
version version must be in the form "X.Y.Z" for example, 0.0.0.

Upload target
rate

Specify the target upload rate, such as 1.5 Gbps, 500Mbps, 10K, 3000. Once you
click Save, the rate appears with standardized units. Leave the field blank to use the
settings on the node.

Upload target
rate cap

Specify a maximum upload rate. Leave the field blank to use the settings on the node.
If a target rate cap is specified in Shares and on the node, the lesser of the two is used.

Download
target rate

Specify the target download rate, such as 1.5 Gbps, 500Mbps, 10K, 3000. Once you
click Save, the rate appears with standardized units. Leave the field blank to use the
settings on the node.

Download
target rate cap

Specify the maximum download rate to. Leave the field blank to use the settings on
the node. If a target rate cap is specified in Shares and on the node, the lesser of the
two is used.

Starting policy

Select the policy to be enforced when the transfer starts from the drop-down menu:

« Fixed: The transfer occurs at the target rate. This may impact the performance of
other traffic present on the network.

 High: The transfer uses available bandwidth up to the maximum rate.

« Fair: The transfer attempts to run at the target rate. If the transfer is limited by
network conditions, it occurs at a rate lower than the target rate, but not less than
the minimum rate.

» Low: The transfer rate is less aggressive than Fair when sharing bandwidth with
other network traffic. When congestion occurs, the transfer rate is decreased to the
minimum rate, until other traffic recedes.

Allowed policy | Select which set of policies are available to the user during transfer. If you do not make
a selection, settings are inherited from the node.
Encryption Select Optional or AES-128. If you do not make a selection, settings are inherited

from the node.

Encryption at
rest

Select Optional or Required.

Encryption at Rest (EAR) requires users, on upload, to enter a password to encrypt the
files on the server. Package recipients are required to enter the encryption password
to decrypt protected files as they are being downloaded. If a user chooses to keep
downloaded files encrypted, they are not required to enter a password until they
attempt to decrypt the files locally. Encryption-at-Rest is supported by the IBM Aspera
Connect Browser Plug-in.

If you do not make a selection, settings are inherited from the node.
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Configuring HTTP and HTTPS Fallback

HTTP fallback serves as a secondary transfer method when the Internet connectivity required for Aspera
FASP transfers (UDP port 33001, by default) is unavailable. When HTTP fallback is enabled and UDP
connectivity is lost or cannot be established, the transfer will continue over the HTTP protocol. These
instructions describe how to enable and configure HTTP/HTTPS fallback.

Prerequisites:

« Configure your HSTS web UI. For additional information on configuring different modes and testing, see
the Aspera KB Article "HTTP fallback configuration, testing and troubleshooting."

« Your Aspera HTTP daemon (asperahttpd) is running with sufficient privileges so that it can modify file
ownership.

Limitations:

« Folders that are symbolic links cannot be downloaded directly by using HTTP fallback. Folders that are
symbolic links are processed correctly when their parent folder is the source.

« HTTP fallback can only follow symbolic links. Settings in aspera.conf orin the command line are
ignored.

« HTTP fallback attempts to transfer at the target rate but is limited by TCP.
« HTTP fallback does not support pre-post processing or inline validation.

Process:

1. Configure HTTP/HTTPS fallback settings.
You can configure HTTP/HTTPS fallback from the HSTS GUI or by editing aspera.cont.

Configuring HTTP/HTTPS fallback from the GUI:

Launch the transfer server and go to Configuration > Global > HTTP Fallback.
Configuring HTTP/HTTPS fallback by editing aspera.conf:

Run the following commands:

« To view the current HTTP settings in aspera.cont:
$ /opt/aspera/bin/asuserdata -b -t

To manually inspectaspera.conf, open it from the following directory:

/opt/aspera/etc/aspera.cont

2. After enabling HTTP fallback and setting a token encryption key, restart asperacentral, asperanoded,
and asperahttpd.

Run the following command in a Terminal window to restart asperacentral:
# /etc/init.d/asperacentral restart

Run the following commands to restart asperanoded:
# /etc/init.d/asperanoded restart

Run the following commands to restart asperahttpd:

# /etc/init.d/asperahttpd restart
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Allowing Connections from More Hosts

To allow connections to the Shares UI beyond the server host IP address, you must add IP addresses
and domain names to the AcceptedHosts parameter in the Shares configuration file (/opt/aspera/
shares/u/shares/config/shares.yml)

For example, if you want to access Shares from localhost and from shares.example. com, you need
to add those to the shares.yml file:

AcceptedHosts: [localhost, shares.example.com, 10.0.1.128] # where 10.0.1.128 is the server
host

Securing Shares

Configuring Shares Security

From the Admin page, configure Shares security by clicking User Security under the Security header.

Option Description Options
Session Log out users after this many minutes of inactivity. |[1-480
timeout

Require strong | Require passwords to be at least 8 characters and
passwords contain at least one uppercase letter, lowercase
letter, number, and symbol.

Password Number of days before a user must change 1-720

expiration the password. Leave the field blank to disable

interval password expirations..

Failed login Number of failed logins within the Failed login 1-20

count interval before Shares locks the account .

Failed login The interval in minutes within which hitting the 1-60

interval Failed login count locks the account.

Self registration | Determines whether non-users can create or « None: Not allowed.

request user accounts. For more information
on self-registered accounts, see “Moderate Self
Registered Accounts” on page 17.

» Moderated: An admin must
approve the account before it
is created. If you allow self-
registration, the moderated
setting is recommended for
security.

« Unmoderated: After a user
registers, the user’s account is
automatically created.

Removing Support for TLS 1.0 and 1.1

The default configuration of Shares has TLS 1.0, 1.1 and 1.2 enabled. Older browsers require the older
and less secure version, TLS 1.0. You may disable support for these older browsers by removing TLS 1.0
from the configuration.

To remove TLS 1.0 from the configuration, edit the nginx.conf file located at /opt/aspera/
shares/etc/nginx/nginx.conf. Delete TLSv1l and TLSv1.1 from the following line:

ssl_protocols TLSv1l TLSv1l.1 TLSv1.2;
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Configuring Manager Permissions

You can allow users with the Manager permission to manage every Shares user and group in Shares, not
just users and groups that are part of the shares they manage.

Allow managers to manage every Shares user and group through the Shares UI, through the Shares API,
or both:

« Allow managers to administer users and groups through UI
- Allow managers to administer users and groups through API
These options are disabled by default.

In a common use case, admins may decide that managers should administer users solely through the API
and disable access to the Shares UI. For more information about users configured to use the API, see
“Shares API Permissions” on page 80.

For more information about managers and user roles in Shares, see “Understanding User Roles and Share
Authorization” on page 35 and “Assigning Users the Manager Role” on page 39.

Moderate Self Registered Accounts

Self registration allows users to request or create Shares user accounts. For more information on how to
enable self registration, see “Configuring System Settings” on page 11.

If self registration is enabled, the login page displays a Request an Account link that leads to a self
registration form. When a user submits this form and self registration is moderated, Self Registration
under the Accounts header on the Admin page turns red with the number of requests listed in
parentheses and admins get an email notification.

By default, admins receive email notifications for new self registration request. Admins can configure
whether they receive email notifications for new self registration request in their personal preferences
(see “Configure User Preferences” on page 10). To change the global default setting, see “Configure Email
Settings” on page 20.

Click Self Registration to see the list of unprocessed requests. Select a user or all users in the list and
click Approve, Deny, or Delete.

You can search accounts by their status by entering New, Approved, or Denied in the Statuses field.

Installing a Signed SSL Certificate Provided by Authorities

In a default IBM Aspera Shares installation, nginx generates and uses a self-signed SSL certificate. Install
a signed certificate provided by authorities to secure your server.

1. Generate your Private Key (. key) and Certificate Signing Request (CSR) (. csx):

a) Run the following openssl command, where key_name is the name of the unique key that you are
creating and csr_name is the name of your CSR:

$ openssl req -new -nodes -newkey rsa:2048 -keyout key_name.key -out csr_name.csr

b) Configure the certificate's X.509 attributes.

Important: The Common Name field must be filled in with the fully qualified domain name of the
server to be protected by SSL. If you are generating a certificate for an organization outside of the
US, see https://www.iso.org/obp/ui/#search/code/ for a list of 2-letter, ISO country codes.

For example:

Generating a 1024 bit RSA private key
.................... F+++++

You are about to be asked to enter information that will be incorporated
into your certificate request.
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What you are about to enter is what is called a Distinguished Name or a DN.
There are quite a few fields but you can leave some blank

For some fields there will be a default value,

If you enter '.', the field will be left blank.

Country Name (2 letter code) [US]: US

State or Province Name (full name) [Some-State]: CA

Locality Name (eg, city) []: Emeryville

Organization Name (eg, company) [Internet Widgits Pty Ltd]: IBM Aspera
Organizational Unit Name (eg, section) []: ASP

Common Name (i.e., your server's hostname) []: faspex.asperasoft.com
Email Address []: faspex@asperasoft.com

c) When prompted, you can enter extra attributes, including an optional challenge password.

Manually entering a challenge password when starting the server can be problematic in some
situations (for example, when starting the server from system boot scripts). You can skip entering
values for any extra attribute by hitting the Entex button.

Enter the following 'extra' attributes
to be sent with your certificate request
A challenge password []:

An optional company name []:

After finalizing the attributes, the private key and CSR are be saved to your root directory.

Important:

« If you make a mistake when running the OpenSSL command, discard the generated files and run the
command again.

« After successfully generating your key and Certificate Signing Request, secure your private key, as it
cannot be re-generated.

2. Send CSR to your signing authority.
You now need to send your newly generated, unsigned CSR to a Certifying Authority (CA). Once the

CSR has been signed, you have a real certificate. Follow the key provider's instructions to generate and
submit both your private key and the Certificate Signing Request (CSR) to acquire the certificate.

Important: Some Certificate Authorities provide a Certificate Signing Request generation tool on their
Website. Check with your CA for additional information.
3. Rename the certificate files provided with Shares.

Locate the original cert.pem and cert.key files in /opt/aspera/shares/etc/nginx. Rename them
as follows:

# cd /opt/aspera/shares/etc/nginx
# mv cert.pem cert.pem.orig
# mv cert.key cert.key.orig

4. After receiving your signed certificate from your CA, if the CA requires a bundle or intermediate
certificate, you need to concatenate the certificates for them to work with nginx. Bundle your
intermediate certificate with your primary certificate.

# cat your_domain_name.crt DigiCextCA.cxrt >> cert.pem

5. Copy your new SSL cert files to /opt/aspera/shares/etc/nginx. If the files are named differently,
rename the cert file cert.pem and rename the key file cert.key.

6. Restart the web service.
Restart nginx as follows:

# /opt/aspera/shares/sbin/sv restart nginx
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Generating and Installing a New Self-Signed SSL Certificate

Generate a self-signed certificate if you don't plan on sending your certificate to be signed by a Certified
Authority (CA), or if you want to test your SSL implementation while waiting for the CA to sign your
certificate.

A self-signed certificate is a temporary certificate that is valid for 365 days. Self-signed certificates are
not meant to be used in your production environment. Users accessing your server are warned by their
browser warn them that your server is not secure.

By default, IBM Aspera Shares uses a generated, self-signed certificate as a placeholder until you can
install a certificate signed by authorities.

You can find the installed certificate at: /opt/aspera/etc/aspera_server_cert.pem.

Generate a self-signed certificate using openssl command, where key_name is the name of the unique
key that you are creating and cert_name is the name of your certificate file:

# openssl x509 req -days 365 -in csr_name.csr -signkey key_name.key -out cert_name.crt

Configuring Email

Setting Up the SMTP Server

1. Select Admin > SMTP to configure the SMTP email server for Shares

2. To add a server's SMTP settings, select the SMTP option and complete the form, which requests the
following information:

Server SMTP server address
Port SMTP port
Domain Domain name

Use TLS if available | Aspera recommends turning TLS (Transport Layer Security) on to secure your

email server.
Timeout The timeout for connecting to SMTP servers. The default is 3 seconds.
Username Email username
Password Email password
From The default sender email address and sender name that appear in email

notifications when they receive an email notification.

3. To debug the SMTP server settings, click Send Test Email.

Note: If you get the error "Net::SMTPUnknownError: could not get 3xx (550)" when sending a test
message, you might be blocked by your domain as a potential spammer. Aspera recommends that
you set an SPF record for your domain to identify which mail servers are allowed to send email on
behalf of your domain. For more information about SPF and how to create an SPF record, see http://
support.google.com/a/bin/answer.py?hl=en&answer=33786&topic=2759192&rd=1

After you have configured the SMTP server, you can return to this page to view all Shares activity related
to it in the Activity tab. Each reported activity event is accompanied by a tag. You can click the tag to find
related activities.

You can also perform an activity event search by clicking Search and entering the requisite information.

Updating Links in Email Notifications

IBM Aspera Shares generates links in email notifications using the hostname or IP address set in its Web
Server settings. By default, it is set to example.com.
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Important: If you change the hostname of the Shares machine, you must update the Host field with the

new hostname or IP address.

1. Go to Admin > System Settings > Web Server.
2. Update Host with the IP address or hostname of the Shares machine.
By default, the port is set to 443 and SSL/TLS is selected.

Web Server

Host
FPort
SSL/TLS

Save

Reset all Defaults

shares.yourdomain.com Reset

443

Reset

¥ Reset

3. To save your changes, click Save.

Configure Email Settings

Admins can set the default email notification settings for new IBM Aspera Shares users.

Note: Changing these preferences does not affect email settings for current users. Current users can
update their own email settings. For more information see “Configure User Preferences” on page 10.

Go to Admin > Email > Settings. Select from the following options:

Option

Description

Notify users on share
authorization.

Notify users when they are authorized to a new share.

Notify users on transfer
complete.

Notify users when a new transfer is completed to a share (and share
notification is enabled).

Notify admins on user share
authorization.

Notify admins when a user is authorized to a share.

Note: This option is available for admins only.

Notify admins on self
registration request.

Notify admins when there is a new user self registration request and
self registration is set to moderated. For more information, “Moderate
Self Registered Accounts” on page 17.

Note: This option is available for admins only.

Creating Email Templates

IBM Aspera Shares comes with preconfigured notification templates. The text of these templates can
be customized to your specifications. Template substitution variables are useful for creating reusable
boilerplate text that can be used across multiple email templates. To modify a template, create a new
template by copying one of the preconfigured templates and editing it. You cannot modify or delete the

preconfigured templates.

1. From the Admin page, click Email > Templates.
2. To view a template, click its name.

To return to the list of templates, click your browser's back button or Email > Templates.

3. Click Copy to create a copy of the template you wish to modify.
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The copied template appears in the list with the name template_name 1 and is greyed out because it is
not yet active.

4. Click the name of the new template to edit it.
. To change the template name and subject line, click Edit next to Details.

The default subject line includes the Template Substitution Variable {{subject_prefix}}. To get more
information about and use substitution variables, click Template Substitution Variables at the bottom
of the page and click Show More in the pop-up window. (Make the pop-up window small again by
clicking Show Less). To insert a substitution variable, put your cursor where you want the variable
inserted in the text then click Add next to the variable in the Substitution Variables window.

Substitution Variables »

Click "add" to insert a variable.

Show More

Variable
Global Variables
admin_contact Add
footer Add
header Add
subject_prefix Add

SendTestEmail Variables

logo_url Add
at Add
by_username Add
by_full_name Ad

by_email Ad

ip_address Add
background Add

To create new variables or modify existing ones, see “Creating and Modifying Variables in Templates”
on page 22.

Important: You must click Save for your changes to be saved.

. To change the text of the email, click Edit next to HTML Template and Plain Template.
Email notifications always include the HTML and plain-text versions of the message. Aspera
recommends editing the plain-text version first, then copying and pasting the edited text to
the equivalent location in the HTML template. The editing interface for the two can be open
simultaneously. You may add template substitution variables as described for editing template details.
Important: You must click Save under both editing boxes for your changes to be saved.

. Make the new template the default email notification.

Return to the Templates page and select Active? and Default?. When Default? is selected for the new
template, it will automatically be cleared for the original template.
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Note: To delete a modified template, select a different template for the default, clear Active?, then
click Delete. Click OK in the pop up to confirm template deletion.

Creating and Modifying Variables in Templates

Variables are useful for creating reusable boilerplate text that can be used across multiple email
templates. You can create or modify variables for use in your IBM Aspera Shares notification templates.
When editing a variable, you can configure both HTML and plain-text versions.

1. Click Email > Variables to open the Notification Variables page.

Mew Motification Variable
Built Mame Description = Plain Value  HTML Value Actions
In?
#  admin_contact Admin your Edit
contact for administrator
your
Shar...
«  footer Boiler This <div Edit
plate for message and style="font-
the any attach... size:small...
bottom...
“  header Boiler This e-mail <div Edit
plate for has been style="font-
the top sent f... size:small...
of...
«  subject_prefix Prepended [Aspera Edit
to email Shares]
subject....

2. To modify a built-in Shares variable, click Edit.
Edit the text and html then click Update Notification Variable to save your changes.
3. To create a new variable, click New Notification Variable.

Edit the text and html then click Create Notification Variable. The new variable appears as a new
entry in the Notification Variables list and is available in the Substitution Variables dialog for use in
templates.

Setting Up Transfer Nodes

Configuring Transfer Servers for Use with Shares

What is a Node?

A node is a local, remote, or cloud server running an Aspera transfer server product (IBM Aspera High-
Speed Transfer Server). Shares uses the Node API on the transfer server to configure the node and to
perform transfers to and from the node.

Configuring a Node for Use with Shares

Nodes do not have to run on the same platform as the Shares server. To set up your machine to run as a
node, follow the instructions pertinent to the platform of the workstation.
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« Windows: “Setting Up a Windows Node” on page 25

« Linux: “Setting Up a Linux Node” on page 23
« 0S X: “Setting Up a macOS Node” on page 28

Setting Up a Linux Node

A node is a local, remote, or cloud server running an Aspera transfer server product (IBM Aspera High-
Speed Transfer Server). Shares uses the Node API on the transfer server to configure the node and to
perform transfers to and from the node.

Note: The following instructions require you to have administrative privileges.

1. Verify you have installed IBM Aspera High-Speed Transfer Server with a valid license on your transfer
server. Shares requires that nodes use a Connect Server license.

Run the following command:

# ascp -A

If you need to update your transfer server license, follow the instructions in IBM Aspera High-Speed
Transfer Server Admin Guide: Updating Product License.

2. Verify that the machine's hosts file has an entry for 127.0.0.1 localhost/. You can find this file
at /etc/hosts.

3. Disable SELinux.

SELinux must be set to "permissive" or "disabled", not "enforced". To check the status of SELinux, run
the following:

# sestatus

If SELinux is set to "enforced", change the SELINUX value to disabled in the SELinux configuration file
(/etc/selinux/config).

SELINUX=disabled

On the next reboot, SELinux is permanently disabled. To dynamically disable it before the reboot, run
the following command:

# setenforce 0

4. Create a system user account on the node.
Run the following command:

# useradd username

The examples in this topic use xfer_user as an example username.

The following steps use the asconfigurator utility to modify the aspera. conf configuration file,
located at /opt/aspera/etc/aspera.cont.

5. Add the user to aspera.conf and set the docroot.

The directory you choose for the docroot is the absolute path for the transfer user. When this node is
added to Shares, users cannot access files or folders outside of the docroot.

CAUTION: Aspera recommends that you not use spaces in your docroot. If your docroot
contains spaces, you may not receive all email notifications relating to transfer activity.

Run the following asconfigurator command with the transfer username and the docroot path:
# asconfigurator -x "set_user_data;user_name,username;absolute,/docroot/path"

For example:
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# asconfigurator -x "set_user_data;user_name,xfer_user;absolute,/projectl"

6. Set up token authorization for the user in aspera.cont.
Run the following asconfiguratox commands to set the encryption key for the user:

# asconfigurator -x "set_user_data;user_name,username;authorization_transfer_in_value,token"
# asconfigurator -x
"set_user_data;user_name,username;authorization_transfer_out_value, token"

# asconfigurator -x "set_user_data;user_name,username;token_encryption_key,encryption_key"

The encryption key can be any string of numbers. Aspera recommends a string that is at least 20
characters long. For example:

# asconfigurator -x
"set_user_data;user_name,xfer_user;authorization_transfer_in_value, token"

# asconfigurator -x
"set_user_data;user_name,xfer_user;authorization_transfer_out_value, token"

# asconfigurator -x
"set_user_data;user_name,xfer_user;token_encryption_key,gj50930t78m34ejme9dx"

7. Set the IP address or hostname for the node in the aspera. conf file with the following
asconfiguratoxr command:

# asconfigurator -x "set_server_data;server_name,ip_or_hostname"
For example:

# asconfigurator -x "set_server_data;server_name,aspera.example.com"

8. Verify persistent storage is enabled in aspera.conf for use with stats collector.

Run the following asusexdata command to verify that the persistent_store parameteris set to
enable:

# /opt/aspera/bin/asuserdata -c

central server option set:
address: "127.0.0.1"
port: "40001"
backlog: "200"
schema_validation: "enable"
mgmt_backlog: "200"
mgmt_port: "O"
transfer_list_path:
persistent_store: "enable"
persistent_store_path: ""
persistent_store_max_age: "86400"
persistent_store_on_error: "ignore'
event_buffer_capacity: "1000"
event_buffer_overrun: "block"
compact_on_startup: "enable"
files_per_session: "1000000"
file_errors: "true"
ignore_empty_files: "true"
ignore_skipped_files: "true"
ignore_no_transfer_files: "true"
db_synchronous: "off"
db_journal: "wal"

If persistent storage is not enabled, run the following asconfiguratox command to enable it:
$> asconfigurator -x "set_central_server_data;persistent_store,enable"

Restart the asperacentral service to update the node configuration:
service asperacentral restart

9. Set up a transfer user account with a Node API username and password.

Shares authenticates to the node machine using a Node API username and password. The following
command creates a Node API user and password and associates it with the system user you created.

24 1BM Aspera Shares 1.10



Note: Aspera recommends that you use different names for the system user account and transfer
user account in order to minimize confusion when tracing transactions and events.

a) Run the following commands to set up the Node API user:

i# [opt/aspera/bin/asnodeadmin -a -u node_api_username =-p node_api_passwd =x
system_username

For example:

# [opt/aspera/bin/asnodeadmin -a -u node_user -p XF324cd28 -x xfer_user

Note: You need to escape special characters such as $ to use them in a password. For example, to
use XF324$ as the password:

# /opt/aspera/bin/asnodeadmin -a -u node_user -x xfer -p XF324\$
b) Run the following command to check the system user was successfully added to asnodeadmin:
# /opt/aspera/bin/asnodeadmin -1

Given a node user named node_user and a system user named xfer_user, the result should be
similar to the following example:

user system/transfer user acls

node_user xfer_user

Adding, modifying, or deleting a node-user triggers automatic reloading of the user database and the
node's configuration and license files.

10. Install the IBM Aspera Connect Browser Plug-In key.

a) If the . ssh folder does not already exist in the system user's home directory, run the following
command to create the folder:

# mkdir -p ~/.ssh
For example:
# mkdir -p /home/xfer_user/.ssh

b) Add the aspera_id_zrsa.pub public key to the authorized_keys file by running the following
command:

# cat /opt/aspera/var/aspera_tokenauth_id_rsa.pub.pub >> ~/.ssh/authorized_keys

c) Transfer the . ssh folder and authorized_keys file ownership to the system user by running the
following commands:

# chown -R username:username ~/.ssh

# chmod 600 /home/username /.ssh/authorized_keys
# chmod 700 /home/username

# chmod 700 /home/username /.ssh

The transfer node is now ready for connection to Shares.

For instructions on adding a node to Shares, see “Adding Nodes” on page 31.

Setting Up a Windows Node

A node is a local, remote, or cloud server running an Aspera transfer server product (IBM Aspera High-
Speed Transfer Server). Shares uses the Node API on the transfer server to configure the node and to
perform transfers to and from the node.

Note: The following instructions require you to have administrative privileges.
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1. Verify you have installed IBM Aspera High-Speed Transfer Server with a valid license on your transfer
server. Shares requires that nodes use a Connect Server license.

Run the following command:

> ascp -A

If you need to update your transfer server license, follow the instructions in IBM Aspera High-Speed
Transfer Server Admin Guide: Updating Product License.

When you install an Aspera transfer product, the installer automatically creates the Aspera service
account (svcAspera, by default). Aspera recommends using this user as the transfer user. Otherwise,
follow the instructions in the following step to create a new system account on the node.

The examples in this topic use xfer_user as an example username.

2. Verify that the machine's hosts file has an entry for 127.0.0.1 localhost/. You can find this file
at C: \WINDOWS\system32\drivers\etc\hosts.

3. Create a new system account on the node.
Click Control Panel > User Accounts and add a new account. This system user account is associated
with the Node API account in the steps below.

After creating a Windows user account, log in as that user at least once for Windows to set up the
user's home folder.

The following steps use the asconfigurator utility to modify the aspera.conf configuration file, located at:
C:\Program Files (x86)\Aspera\Enterprise Server\etc\aspera.conf

4. Add the user to aspera.conf and set the docroot.

The directory you choose for the docroot is the absolute path for the transfer user. When this node is
added to Shares, users cannot access files or folders outside of the docroot.

CAUTION: Aspera recommends that you not use spaces in your docroot. If your docroot
contains spaces, you may not receive all email notifications relating to transfer activity.

Run the following asconfigurator command with the transfer username and the docroot path:

> asconfigurator -x "set_user_data;user_name,username;absolute,/
docroot/path"

For example:
> asconfigurator -x "set_user_data;user_name,xfer_user;absolute,/projectl"

5. Set up token authorization for the user in aspera.conf.
Run the following asconfiguratox commands to set the encryption key for the user:

> asconfigurator -x "set_user_data;user_name,username;authorization_transfer_in_value,token"
> asconfigurator -x
"set_user_data;user_name,username;authorization_transfer_out_value,token"

> asconfigurator -x "set_user_data;user_name,username;token_encryption_key,encryption_key"

The encryption key can be any string of numbers. Aspera recommends a string that is at least 20
characters long. For example:

> asconfigurator -x "set_user_data;user_name,xfer_user;authorization_transfer_in_value,token
> asconfigurator -x
"set_user_data;user_name,xfer_user;authorization_transfer_out_value, token

> asconfigurator -x "set_user_data;user_name,xfer_user;token_encryption_key,encryption_key

6. Set the IP address or hostname for the node in the aspera. cont file with the following
asconfiguratoxr command:

> asconfigurator -x "set_server_data;server_name,ip_or_hostname"
For example:

> asconfigurator -x "set_server_data;server_name,aspera.example.com"
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7. Verify persistent storage is enabled in aspera. conf for use with stats collector.

Run the following asusexrdata command to verify that the persistent_store parameteris set to
enable:

> asuserdata -c

central server option set:
address: "127.0.0.1"
port: "40001"
backlog: "200"
schema_validation: "enable"
mgmt_backlog: "200"
mgmt_port: "0O"
transfer_list_path:
persistent_store: "enable"
persistent_store_path: ""
persistent_store_max_age: "86400"
persistent_store_on_error: "ignore'
event_buffer_capacity: "1000"
event_buffer_overrun: "block"
compact_on_startup: "enable"
files_per_session: "1000000"
file_errors: "true"
ignore_empty_files: "true"
ignore_skipped_files: "true"
ignore_no_transfer_files: "true"
db_synchronous: "off"
db_journal: "wal"

If persistent storage is not enabled, you must run the following asconfigurator command to enable it:

$> asconfigurator -x "set_central_server_data;persistent_store,enable"

Restart the Aspera Central service to update the node configuration:

Click Start Menu > Control Panel > Administrative Tools > Services. Right-click Aspera Central and
select Restart.

8. Set up a transfer user account with a Node API username and password.

Shares authenticates to the node machine using a Node API username and password. The following
command creates a Node API user and password and associates it with the system user you created.

Note: Aspera recommends that you use different names for the system user account and transfer
user account in order to minimize confusion when tracing transactions and events.

a) Run the following commands to set up the Node API user:

> asnodeadmin -a -u node_api_username -p node_api_passwd -x system_username

> asnodeadmin -a -u node_user -p XF324cd28 -x xfer_user
b) Run the following command to check the system user was successfully added to asnodeadmin:
> asnodeadmin -1

Given a node user named node_user and a system user named xfer_user, the result should be
similar to the following example:

user system/transfer user acls

node_user xfer_user
Adding, modifying, or deleting a node-user triggers automatic reloading of the user database and the
node's configuration and license files.
9. Install the IBM Aspera Connect Browser Plug-In key.

a) If the .ssh folder does not already exist in the system user's home directory, run the following
commands to create the folder:
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> cd "C:\Documents and Settings\username"
> mkdir .ssh

For example:

> cd "C:\Documents and Settings\xfer_user"
> mkdir .ssh

b) If the authorized_keys file does not already exist, use a text editor to create or edit the
following file: C:\Documents and Settings\username\.ssh\authorized_keys.

c) Copy the contents of the aspera_tokenauth_id_xrsa.pub (C:\Program Files

(x86)\Aspera\Enterprise Server\var\aspera_tokenauth_id_xrsa.pub) public key to
the file.

The file must be named "authorized_keys" without file extensions. Some text editors add a . txt
extension to the filename automatically. Be sure to remove the extension if it was added to the
filename.

10. Set up the transfer user account as a user in HSTS, if it is not already configured.

For more information on adding users, see the IBM Aspera High-Speed Transfer Server Admin Guide:
Setting Up Users.

The transfer node is now ready for connection to Shares.

For instructions on adding a node to Shares, see “Adding Nodes” on page 31.

Setting Up a macOS Node

A node is a local, remote, or cloud server running an Aspera transfer server product (IBM Aspera High-
Speed Transfer Server). Shares uses the Node API on the transfer server to configure the node and to
perform transfers to and from the node.

Note: The following instructions require you to have administrative privileges.

1. Verify you have installed IBM Aspera High-Speed Transfer Server with a valid license on your transfer
server. Shares requires that nodes use a Connect Server license.

Run the following command:

# ascp -A

If you need to update your transfer server license, follow the instructions in IBM Aspera High-Speed
Transfer Server Admin Guide: Updating Product License.

2. Verify that the machine's hosts file has an entry for 127.0.0.1 localhost/. You can find this file
at /etc/hosts.

3. Create a system admin account on the node.
a) Go to System Preferences # Users & Groups.
b) Click the lock button and enter your admin credentials to make changes.
¢) Click the add button.
d) Select Administrator from the New Account drop-down menu.
e) Name the account.
f) Enter and verify a password for the account.
g) Click Create User.
h) Click Login Options in the users panel.
i) Click the Join button next to Network Account Server.
j) Click Open Directory Utility.

k) In the Directory Utility window, click the lock button and enter an administrator account and
password to make changes.
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l) From the menu bar, select Edit # Enable Root User.
m) Enter and verify the password.
n) Click OK.
The following examples use xfer_user as an example username.
The following steps use the asconfigurator utility to modify the aspera.conf configuration file, located at:

/Library/Aspera/etc/aspera.cont

4. Add the user to aspera.conf and set the docroot.

The directory you choose for the docroot is the absolute path for the transfer user. When this node is
added to Shares, users cannot access files or folders outside of the docroot.

CAUTION: Aspera recommends that you not use spaces in your docroot. If your docroot
contains spaces, you may not receive all email notifications relating to transfer activity.

Run the following asconfigurator command with the transfer username and the docroot path:
# asconfigurator -x "set_user_data;user_name,

For example:
# asconfigurator -x "set_user_data;user_name,xfer_user;absolute,/projectl"

5. Set up token authorization for the user in aspera.cont.
Run the following asconfiguratoxr commands to set the encryption key for the user:

# asconfigurator -x "set_user_data;user_name,username;authorization_transfer_in_value, token"
# asconfigurator -x
"set_user_data;user_name,username;authorization_transfer_out_value, token"

# asconfigurator -x "set_user_data;user_name,username;token_encryption_key,encryption_key"

The encryption key can be any string of numbers. Aspera recommends a string that is at least 20
characters long. For example:

# asconfigurator -x
"set_user_data;user_name,xfer_user;authorization_transfer_in_value, token"

# asconfigurator -x
"set_user_data;user_name,xfer_user;authorization_transfer_out_value, token"

# asconfigurator -x
"set_user_data;user_name,xfer_user;token_encryption_key,gj50930t78m34ejme9dx"

6. Set the IP address or hostname for the node in the aspera. conf file with the following
asconfiguratoxr command:

# asconfigurator -x "set_server_data;server_name,ip_or_hostname"
For example:

# asconfigurator -x "set_server_data;server_name,aspera.example.com"
7. Verify persistent storage is enabled in aspera.conf for use with stats collector.

Run the following asusexrdata command to verify that the persistent_store parameteris set to
enable:

# /Library/Aspera/bin/asuserdata -c

central server option set:
address: "127.0.0.1"
port: "40001"
backlog: "200"
schema_validation: "enable"
mgmt_backlog: "200"
mgmt_port: "0"
transfer_list_path:
persistent_store: "enable"
persistent_store_path: ""
persistent_store_max_age: "86400"
persistent_store_on_error: "ignore"
event_buffer_capacity: "1000"
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event_buffer_overrun: "block"
compact_on_startup: "enable"
files_per_session: "1000000"
file_errors: "true"
ignore_empty_files: "true"
ignore_skipped_files: "true"
ignore_no_transfer_files: "true"
db_synchronous: "off"
db_journal: "wal"

If persistent storage is not enabled, you must run the following asconfigurator command to enable it:

# asconfigurator -x "set_central_server_data;persistent_store,enable"

Restart the asperacentral service to update the node configuration:

# sudo launchctl stop com.aspera.asperacentral
# sudo launchctl start com.aspera.asperacentral
# sudo launchctl stop com.aspera.asperanoded
# sudo launchctl start com.aspera.asperanoded

8. Set up a transfer user account with a Node API username and password.

Shares authenticates to the node machine using a Node API username and password. The following
command creates a Node API user and password and associates it with the system user you created.

Note: Aspera recommends that you use different names for the system user account and transfer
user account in order to minimize confusion when tracing transactions and events.

a) Run the following commands to set up the Node API user:

# [Library/Aspera/bin/asnodeadmin -a -u node_api_username =-p node_api_passwd =-x
system_username

# [Libraxry/Aspera/bin/asnodeadmin -a -u node_user -p XF324cd28 -x xfer_user
b) Run the following command to check the system user was successfully added to asnodeadmin:
# /Library/Aspera/bin/asnodeadmin -1

Given a node user named node_user and a system user named xfer_user, the result should be
similar to the following example:

user system/transfer user acls

node_user xfer_user

Adding, modifying, or deleting a node-user triggers automatic reloading of the user database and the
node's configuration and license files.

9. Install the IBM Aspera Connect Browser Plug-In key.

a) If the . ssh folder does not already exist in the system user's home directory, run the following
command to create the folder:

# mkdir -p ~/.ssh
For example:
# mkdir -p ~/.ssh

b) Add the aspera_id_zrsa.pub public key to the authorized_keys file by running the following
command:

# cat /Library/Aspera/var/aspera_tokenauth_id_rsa.pub.pub >> ~/.ssh/authorized_keys

c¢) Transfer the . ssh folder and authorized_keys file ownership to the system user by running the
following commands:
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# chown -R username:username ~/.ssh

# chmod 600 /home/username /.ssh/authorized_keys
# chmod 700 /home/username

# chmod 700 /home/username /.ssh

10. Set up the transfer user account as a user in HSTS, if it is not already configured.

For more information on adding users, see the IBM Aspera High-Speed Transfer Server Admin Guide:
Setting Up Users.

The transfer node is now ready for connection to Shares.

For instructions on adding a node to Shares, see “Adding Nodes” on page 31.

Managing Nodes

Adding Nodes

Transfer servers must be configured as nodes before they can be added to IBM Aspera Shares. For more
information, see “Configuring Transfer Servers for Use with Shares” on page 22. When adding a node,
have the following information available:

« The node computer's hostname or IP address, the HTTPS port configured in it's aspera. coniffile, and
path (if applicable, see below).

« The node API username and password that you created on the node machine.

Important: You must set up and configure a docroot for the transfer user on the node machine for
Shares to successfully access the node.

Note: You can add one machine as a node multiple times to create nodes with different access
credentials to different areas of the system defined by the node users' docroot settings.

1. From the Shares home page, click the [=) button next to Nodes.

HOEE5|E| Mew MNode

R e ———

2. Complete the New Node configuration form.
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New Node
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| Create Mode

Mame LocalMode
Host localhost 909z !
API Username xferuser
API Password
HTTP Fallback Port
HTTF fallback port override
Use S5L i
Encrypt this connection
Verify SSL Certificate [
Cryptographically ensure the host is trusted
Timeout 30
Number of seconds to wait for reguests
Open timeout 10
Number of seconds to wait for the connection to open

Field Description
Name A description of the node.
Host Hostname or IP address: The node's hostname or IP address. For remote nodes, use

the IP address or resolvable host name. For a local host (Shares and Enterprise Server
are installed on the same machine), the hostname is localhost.

Note: When adding a local node multiple times, you must ensure each node uses
localhost as the host.

Port: The node's HTTPS port (as configured in aspera.conf). The port field
represents the port on which the node service is running. The default is 9092.
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Field Description

Path: The path field is an advanced feature used for URL Proxy operations. In nearly
all cases, you may leave this field blank.

API The node API username associated with the transfer user on the node machine.
Username

API The node API password associated with the transfer user on the node machine.
Password

Use SSL Note: Aspera strongly encourages enabling SSL, if you do are not connecting through

SSL, connect using port 9091. The node must accept HTTP connections on port 9091.
On the node, run:

asconfigurator -x "set_server_data;enable_http,true"
asconfigurator -x "set_server_data;http_port,9091"

Nodes may use an Aspera pre-installed and self-signed certificate (/opt/
aspera/etc/aspera_server_cert.pem), or your own certificate. To generate
a new certificate, see IBM Aspera Enterprise Server Admin Guide: Installing SSL
Certificates.

Note: After generating a new certificate, you must create a cert. pem file that
contains the private key and the certificate. To do so, copy and paste the entire
body of the key and cert files into a single text file. Then save the file as
filename_cexrt.pem.

Verify SSL To verify the SSL certificate, select this checkbox.

Certificate If the node's SSL certificate is not recognized by the Certifcate Authority (CA), Shares
displays the following error message at the top of the page when you try to add the
node: "Status: Not pingable. Internal error. (Error-35)".

If the node is using the default self-signed SSL certificate provided by Aspera, the
certificate is not recognized by any CA. You must clear the Verify SSL Certificate
option.

If the node is using a signed SSL certificate, you must add to Shares a dedicated CA
that recognizes the certificate. For instructions on adding the dedicated CA file, see
“Adding a Dedicated CA File to Verify a Node SSL Certificate” on page 77.

Timeout Sets the number of seconds Shares will wait for this node to respond to a request.

Open Sets the number of seconds Shares will wait for the connection to this node to open.

Timeout

Bytes free - | Issues a warning message when the node has equal to or less than a specified

warn number of storage bytes free. You can enter the number as G, MB, terrabytes, and

bytes.

Percent free - | Issues a warning message when the node has equal to or less than a specified
warn percent of its storage free.

Bytes free - | Issues an error message when the node has equal to or less than a specified number
error of storage bytes free. You can input the number as G, MB, terrabytes, and bytes.

Percent free - | Issues an error message when the node has equal to or less than a specified percent
error of its storage free.

3. Click Create Node to create the node.

After the node is created, Shares redircts you to the node Detail page. A status message at the top
of the page reads, "Stats collector issue. Node disabled. Configuration changes have not had time to
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propagate to the stats collector or node configuration incorrect.” This is normal and indicates that the
Shares server dateabase has not yet been updated.

The node now appears on your Home page under Nodes

Modifying Nodes

To modify a Shares node, go to Home and select Edit from the drop-down menu under NODES.

Browse
Edit
Shares
Admin Activity
Delete
Action Description
Browse For more details, see “Browsing Nodes” on page 34.
Edit Opens the node's Detail view.
Check the node's status by clicking Test. If the node is functioning properly, a message
below the node name will read "Status: OK. (Last checked X seconds ago.)"
Change the values set during configuration in the fields and click Update Node to save your
changes. For more details, see “Adding Nodes” on page 31.
To delete the node, click Delete.
Shares This is also accessible as a tab in the node's Detail view. View the name and directory of
the node's shares. To edit a share, click Edit to go to the share's detail page appears. For
more details, see “Creating a Share” on page 51 and “Modifying a Share” on page 54.
Admin This is also accessible in the Activity tab in the node's Detail view. View a list of all
Activity administrative activity that has occurred on the node. Click Search to search for activity
based on tagged events or a date range.
Delete Deletes the node from Shares.

Browsing Nodes

You can browse a node by clicking Browse in the node's dropdown menu or by clicking the name of the
node on the home page. This opens a page that displays all directories and files on that node.

Search for a directory name by entering a word or phrase in the Name field and clicking Search. Click
Advanced to limit the search by size or date modified. For more information, see “Searching Nodes and
Shares” on page 35.

The following buttons enable you to perform actions on a directory or directories.

Action Description

Bookmark Create a shortcut to the selected directory. If you do not select any directory, the
bookmark is the node's root directory. Bookmarks appear in a list above the Shares list on
your home page.

Download Download the selected directory or directories using the Connect. For more information,
see “Transferring Files” on page 56.
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Action Description

Upload Upload a file or folder from another machine to this node using the IBM Aspera Connect
Browser Plug-In. For more information, see “Transferring Files” on page 56.

Delete Delete the selected directory or directories.

New Folder |Create a new directory on the node.

Rename Rename a directory on the node.

Create Share | Create a share for the selected directory. You can only select one directory at a time. Click
Create Share to open the New Share dialog. This dialog is pre-populated with the node
and directory information. To complete the other fields, see “Adding Nodes” on page 31.

Sort Sort the directories of a node by:
« Type

- Size

 Size Descending

Last Modified

Last Modified Descending

Searching Nodes and Shares

To search a share or node, select a share or node on your Home page. In the Name box, enter a keyword
for your search. IBM Aspera Shares appends any keyword that you enter with *, such that if you enter the
keyword Dec, the search actually performs as *Dec* and Shares return any string that contains this word.
To include sub-directories in the search, select Search sub-folders.

Mame: [Cata Search sub-folders | Search | Advanced
. Bookmark # Dowinload ¢ Upload File ¢ Upload Folder o Delete
& Mew Folder ./ Rename % Create Share | Sort | Type b

To limit the search results by size or date last modified, use Advanced search. For size values, include the
unit of measure as bytes, MB, or GB. Select a date from the pop-up calendar.

Mame: Data Search sub-folders Advanced
Size:
Last Modified:
Search

Managing User Accounts

Understanding User Roles and Share Authorization

Overview:

User roles in Shares determine a user's permissions to access and perform actions on a share. There

are three user roles for an account authorized to access a share: administrators, managers, and regular
users. Admins have full permissions to view, modify, and remove all existing shares and users. Managers
have permissions to view, modify, remove shares for which they have authorization to manage. Users
have permissions depending on the authorizations given them by admins and managers. User, group, and
directory service accounts must be authorized to access a share. If authorized, a user can perform the
following actions on a share:
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» Browse
 Upload
Download

« Make directory

Delete directory or file
« Rename
Note: If you do not have browse permissions but have all other permissions, you can still perform

Upload File and Upload Folder operations in the user interface, though the contents of the share are not
displayed.

Authorization Precedence

« Authorizations can be granted to users, groups, and directory services.

« Authorization at the user level takes precedence over the user's group or directory service
authorizations.

« In the absence of user level authorization, a user is granted the union of all authorizations for the groups
and directory services to which the user belongs.

Administrators
Users with the admin permission are authorized to create new shares and users, as well as to modify or
remove any or all shares and users.

« Nodes are only visible to administrators.
« All administrators are authorized to create, edit, and delete any or all nodes and shares.
« Only administrators can create, edit, and delete top-level shares.

Managers

Administrators can use the manager permission to delegate the creation of shares and users to another
user without giving that account full administration privileges. Like administrators, managers can view,
edit, and remove share authorizations but only for shares that they manage. Assigning a user to a share
as its manager gives that user administrative privileges for that share and all inherited subdirectories. If
a user creates a new share within a managed share, the manager of the share has administrative rights
to the new share. For instructions on how to authorize manager permissions, see “Assigning Users the
Manager Role” on page 39.

Though a user with manager permissions effectively becomes the admin for that share, the following
restrictions apply:

- A manager cannot modify or delete the top-level share or any shares above it.
- A manager cannot create a share at the same level of the first share.

« For a manager to administer a group, the manager must have manager permissions for all of that
group's shares.

- Managers cannot edit Admin user properties, but they can edit other managers in Admin > Users.
- A manager cannot authorize new users or groups for shares the manager does not manage.

« For a manager to change the password or email of a user, the manager must be a manager of all the
shares that user is authorized to access.

Users

Regular users can access any shares for which they have authorizations to access, but the actions they are
allowed to take are set and managed by any user with administrative privileges for that share.
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Adding Local Users

Administrators can create local IBM Aspera Shares user accounts that are added to the local Shares
database. For directory service users, see “Importing Directory Service Users” on page 42.

1. From the Admin page, click Accounts > Users and click New.
2. Enter the user's account information.
3. Set the user password. You can do so in one of two ways:

« Select Send login link in welcome email to send a login link through a welcome email that
prompts the user to set a password.

« Select Set password to set a temporary password on the user's behalf. Enter the following

information:
Option/Field Description
Send welcome email Send the new user an email with the new account's

username and password.

Prompt to change password on first | Force the new user to change the account password on first

login

login.

Password / Password confirmation | Enter and confirm the user's password.

4. Click Create User.

After creating a user, Shares redirects you to the user's Security settings. From this page, you can also
access the user's groups, shares, and transfer settings, the user's preferences, and the user's activity
logs. For more information, see “Configure User Settings” on page 37.

Note: A new user may only log in if the number of users active in the last hour is less than the max
number of users allowed by your license.

Configure User Settings

You can access a user's settings and activity logs by clicking Edit for the user you wish to configure. View
a list of users by clicking Accounts > Users from the Admin page.

Tab Description

Detail Update the local user's name, username, and email address, or delete the local
user from Shares.

Member of Add the user to a local group by selecting one from the drop-down list. Only local
groups that have been added to Shares appear on this list.
After adding a local user to a local group, click Edit to modify the group's settings
or click Remove to delete the user from the group.
Clicking Edit takes you to local group's configuration page. For details on modifying
a local group's settings, see “Adding Local Groups” on page 40.
Note: You cannot add local users to a directory service group, only to local groups.
For instructions on configuring directory service users, see “Importing Directory
Service Users” on page 42.

Security You can configure the following security settings:
» Send the user a password reset link.
 Disable the user's account. A disabled user cannot log into Aspera Shares even if

the user belongs to a group that has group access permissions.

« Allow the user to log into Shares.
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Tab Description

« Make the user an administrator.

 Allow the user to log into the API. Users who do not have Browse permissions
can log into the API and perform transfer and file operations through SSH. For
more information, see “Shares API Permissions” on page 80.

« Set an account expiration date.
» Set a temporary password.

Shares Displays all shares for which the user has authorization. For more information on
authorizations, see “Authorizing Users to a Share” on page 56. If this user belongs
to a local group and the group has access to a share, that share is listed here
because permission to access the share is inherited from the group. To edit these
permissions or disallow the local user's access to a share, click Edit.

To authorize new shares for the local user, click Add Share. A list of shares
appears. Click Authorize to authorize a share.

Select permissions that the local user has for the share. After modifying the
settings, click Update. You may disallow access to a share by clicking Delete.

Note: Regular users are not automatically notified when given access to a share
unless they have enabled it. For instructions on enabling these email notifications,
see “Configure User Preferences” on page 10.

Preferences Select a timezone and enter any comments.

Transfer Setting The user's default transfer settings are those of the node where the share is
located. To override these defaults, click Override these settings and configure
the transfer settings. For more information, see “Configuring Transfer Settings” on
page 14.

Activity View and search for Shares activities by this user.

Unlocking User Accounts and Changing Passwords

If a user enters an incorrect password too many times, the user account is locked until the admin unlocks
it and either resets the password for the user or sends a password reset link to the user.
1. Go to Admin > Users.
2. To unlock an account, click Edit for the locked user account.
Click Unlock next to the username.
3. To reset the user account password, go to Security.
The admin can either send a password reset link, or set a new password.

- Tosend a password reset link, click Send password reset link.

« Toset anew password, select Set password. Enter the new password in the password fields.
Select Prompt to change password on next login to require the user to update their password
from the one assigned by the admin.

Disabling and Deleting User Accounts

IBM Aspera Shares allows you to disable or delete user accounts.

Disabling an account removes all log in and transfer privileges, including logging into the API, but retains
the account and its configuration settings. To reinstate access to the user, you can enable the account
without adding them to Shares again.

Deleting an account removes all log in and transfer privileges, as well as the account and its configuration
settings. To reinstate access to the user, you must add them again as a new user.
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Disabling a User Account

1. From the Admin page, click Accounts > Users

2. Click Edit next to the account you want to disable.

3. On the Security tab, select Disabled.

4. Click Update Permissions to save your change.

5. To restore a disabled user account, clear Disabled in the account security settings.

Deleting a User Account

1. From the Admin page, click Accounts > Users.

2. Click Edit next to the account you want to delete.

3. On the Detail tab, click Delete.

4. Click OK in the pop-up window to confirm account deletion.

Setting a User Account Expiration Date

If you want a user to have access to IBM Aspera Shares for a limited time, you can set an expiration date
for the user account.
1. From the Admin page, click Accounts > Users

The list of user accounts includes a column Expiry Date in which user account expiration dates are
listed.

2. Click Edit next to the account for which you want to set an expiration date.
3. On the Security tab, click the box next to Account expires on.

Click the desired expiration date in the pop-up calendar.
4. Click Update Permissions to save your change.

If the user attempts to log in after the account expiration date, they receive an error message
indicating that the account has expired.

5. To restore an expired user account, set a new expiration date or leave the field blank.

Assigning Users the Manager Role

For more information on manager permissions, see “Understanding User Roles and Share Authorization”
on page 35.

1. Use the drop-down menu to the right of the share and click Authorizations.

2. Click Authorize User, Authorize Group, or Authorize Directory.

3. Search for the name of the user, group, or directory service you want to authorize. Click Add

4. On the Authorizations page, select manage to enable management of the share.

The user, group, or directory service is now authorized to create and modify shares and users within the
managed share.

Disabling a User's Home Share

These instructions describe how to disable a specific user's Home Share. To disable automatic Home
Share creation for all new users, see “Disabling Home Shares” on page 13.

1. From the Admin page, click Accounts > Users.
2. Click Edit for the user.
3. Click the Home Share tab and select Home Share disabled.

Searching Accounts
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1. On the Admin page, click Accounts > Groups or Accounts > Users, depending on what account type
you want to search for.

2. Click Search at the top of the page.

3. Enter at least two characters for your search query. You can search by username, first name, or last
name.

User Search

Search Users

Search term must be at least two characters

Note: Shares does not support searching by full name. For example, if you are searching for a user
"jd_userl" with first name "John" and last name "Doe", searching "John" or "Doe" would both return
"jd_userl", but searching "John Doe" would not return the user.

Managing Group Accounts

Adding Local Groups

Administrators can create IBM Aspera Shares local groups, in which all users who belong to the group
have the same Shares authorizations and belong to the local database, rather than to a directory service.
1. From the Admin page, click Accounts > Groups > New.

2. Name the new local group and click Create Group.

3. Optional: Select Login to enable all users in the group to log in to Shares and click Update
Permissions.

4. Select Admin to authorize all users in the group as admins and click Update Permissions.
After creating a group, you are redirected to the group's Security settings. From this page, you can add

users to the group, authorize shares, configure transfer settings, and view the group's activity logs. For
more information, see “Configure Local Group Settings” on page 40.

Configure Local Group Settings

You can access a group's settings and activity logs by clicking Edit for the group you wish to configure. You
can view a list of groups by clicking Accounts > Groups from the Admin page.

Tab Description
Detail Update the group’s name or delete the local group from Shares.
Members Add members to the group by selecting users from the drop-down list and clicking

Add. You will only see local users who have been added to Aspera Shares.

Note: You cannot add directory service users to a local group. For more information

on directory service groups, see “Importing Directory Service Groups” on page
42..

Manage existing users by clicking Edit to modify users’ settings, or clicking
Remove to delete them from the group.

When you click Edit, the individual user's configuration page appears. See “Adding
Local Users” on page 37 for details on modifying a local user's settings.

Security Configure group-specific security settings for all members.
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Tab

Description

« Select Login to authorize all group members to log into Shares. If left clear, you
may give individual users access to log in.

» Select Admin to authorize all users with administrative permissions. If left clear,
you may give individual users administrative access.

To configure users' security settings from their individual account pages, see
“Adding Local Users” on page 37 for details.

Shares

Click Add Share to authorize group access to specific shares. A list of nodes
and shares that are currently configured in Shares appears. Click Authorize to
authorize a share.

Set the group's permissions for browsing, transferring, and performing file
operations within the share. The default permission is browse. To edit these
permissions or disallow the group's access to the share, click edit.

Select permissions that group members have for the authorized share. Click
Update. You can disallow access to this share by clicking Delete.

Transfer Setting

To override the default transfer settings for this group, click Override these
settings. For more information, see “Configuring Transfer Settings” on page 14.

Click Save to keep the new settings or Cancel cancel setting changes. You
may also click Use Inherited Settings to return to the application-wide transfer
configuration.

Activity

View and search for Shares activities by this group.

Configuring the Directory Service

Adding a Directory Service (DS)

IBM Aspera Shares supports the Lightweight Directory Access Protocol (LDAP) and can be configured to
connect to a directory service. The following directory service databases are supported:

Active Directory (AD)
Apple Open Directory

Fedora Directory Server

Open LDAP

To add a directory service account:

1. From the Admin page, click Accounts > Directories and click New.
2. Complete the form.

Option

Description

Directory Type

Select a directory service type from one of the following options:
« Active Directory (AD)

» Apple Open Directory

« Fedora Directory Server

« Open LDAP
Name Enter a name for this directory service.
Description Enter a description for this directory service.
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Option Description

Host Enter the directory's IP address or hostname, and then enter the port number.

By default, LDAP secured by simple TLS uses port 636, unsecured LDAP uses
port 389, unsecured global catalog uses port 3268, and global catalog over SSL
uses port 3269.

Base DN The search treebase, for example, dc=myCompany,dc=com for
myCompany.com.
Credential . .
redentiats « Simple Bind

If Simple Bind is selected, you must type your directory service username and
your directory service password. Your directory service name is typically your
distinguished name or domain username.

Examples:

- Distinguished name:
CN=Administrator,CN=Users,DC=myCompany, DC=com

« Domain username: DEV_Administrator_

Encryption « Unencrypted (Default port 389)
« Simple TLS (Default port 636)
Note: Aspera recommends using Simple TLS to secure your server. By default,

LDAP traffic is transmitted unsecured but can be made confidential and secure
by enabling TLS.

3. Click Create Ldap config.

Importing Directory Service Users

1. Find your directory service (DS) user. From the Admin page, you can search for your DS group from the
Accounts page or from the Directories page:

« Search by name: Click Accounts > Users > Search. Type the username or at least two characters
of the user name and click Search. A list of users that match the characters appears.

« Select from a list: Click Directories then click Edit for the corresponding directory. Go to the Users
tab.

If the number of records exceeds the limit for displaying a list in Shares, Shares displays the following
message: "This directory has too many users to show all at once." Enter a minimum of two characters
in the search box to search for your user by name.

2. Click Edit to import the user and edit the user's profile.
For details on how to edit a user's profile, see “Configure DS Users and Groups” on page 43.

Note: A new user may only log in if the number of users active in the last hour is less than the max
number of users allowed by your license.

Importing Directory Service Groups

1. Find your directory service (DS) group.

From the Admin page, you can search for your DS group from the Accounts page or from the
Directories page:

« Search by name: Click Accounts > Groups > Search. Type the group name or at least two
characters of the group name and click Search. A list of groups that match the characters appears.
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« Select from a list: Click Directories. Click Edit for the corresponding directory and click the Groups

tabs.

Note: If the number of records exceeds the limit for displaying a list in Shares, Shares displays the
following message: "This directory has too many groups to show all at once." Enter a minimum of two
characters in the search box to search for your group by name.

2. Click Edit for the corresponding group to import the group and edit the group’s profile. For details on
how to edit a group’s profile, see “Configure DS Users and Groups” on page 43.

Configure DS Users and Groups

You can access and edit athe settings and activity logs of directory service users and groups by selecting
Accounts > Users or Accounts > Groups from the Admin page and clicking Edit.

Tab

Description

Detail

View the user or group name, modify the directory, or delete the user or group from
Shares.

Member of

Displays all groups to which the DS user or group belongs. If the number of groups
exceeds 100, a search facility is opened.

A group's Edit link takes you to a DS group's configuration page. For details on
modifying DS group settings, see “Importing Directory Service Groups” on page 42.

Members
(groups only)

Displays the group's DS members and enables you to edit corresponding DS user
settings. For details on editing DS user settings, see “Importing Directory Service
Users” on page 42.

Security

For users and groups:

« Allow the user or all users in the group to log into Shares.
 Authorize the user or all users in the group with Administrator permissions.

For users:

- Disable the user's account. The user is unable to log into Shhares even if the user
belongs to a group or directory that has access permissions.

 Allow the user to log into the API. Users who do not have Browse permissions, can
still log into the API and perform transfer and file operations.

« Set an account expiration date.

Shares

Displays all shares for which the user or group has authorization. For more information
on authorizations, see “Authorizing Users to a Share” on page 56. If a user belongs

to a DS group, and the group has access to a share, that share is listed because
permission to access the share is inherited from the group. The same is true if the
entire directory has access to this share. To edit these permissions or disallow the user
or group access to a share, click Edit.

To authorize new shares for the DS user or group, click Add Share. A list of shares
appears. Click Authorize to authorize a share.

Select permissions that the DS user or group has for the share. The default permission
is browse. If browse is not selected, the DS user or group members are only able

to access functions if they has been made API users. To edit these permissions or
disallow the DS user or group access to the share, click Edit.

After modifying the settings, click Update. You may disallow access to this share by
clicking Delete.

Preferences
(users only)

Select a timezone and add any comments.
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Tab Description

Transfer The user's default transfer settings are those of the node where the share is located.
Settings To override these defaults, click Override these settings and configure the transfer
settings. For more information, see “Configuring Transfer Settings” on page 14.

Activity View and search for Shares activities by a specific user.

Working with SAML

SAML and Shares

Shares supports Security Assertion Markup Language (SAML) 2.0, an XML-based standard that allows
secure web domains to exchange user authentication and authorization data. With the SAML model,
you can configure Shares as a SAML online service provider (SP) that contacts a separate online identity
provider (IdP) to authenticate users. Authenticated users can then use Shares to access secure content.

With SAML enabled, Shares redirects a user to the IdP sign-on URL. The user signs in with the IdP and
the IdP sends a SAML assertion back to Shares, which grants the user access to Shares. When a SAML
user logs in to Shares for the first time, Shares automatically creates a new user account based on the
information provided by the SAML response. Any changes subsequently made to the account on the DS
server are not automatically picked up by Shares. For more information about user provisioning for SAML
users, see “User Accounts Provisioned by Just-In-Time (JIT) Provisioning” on page 45.

IdP Requirements

To use SAML with Shares, you must already have an identity provider (IdP) that meets the following
requirements:

« Supports SAML 2.0
« Able to use an HTTP POST Binding.
Able to connect to the same directory service that Shares uses.

Not configured to use pseudonyms.

Can return assertions to Shares that include the entire contents of the signing certificate.

If prompted, set to sign the SAML response. (Signing the SAML assertion is optional.)

Configure the SAML IdP

Before configuring SAML in Shares, make sure you configure your IdP to send a correct SAML response to
Shares. For more information, see “Configuring Your Identity Provider (IdP)” on page 45.

For instructions on configuring SAML, see “Configuring SAML for Shares” on page 48.

Note: Shares users with SAML accounts are affected by Shares session timeouts configured on the User
Security page (Admin > Security > User Security). After session timeout, SAML users are redirected to
the local login page. To log in again, click Log in using SAML Identity Provider.

SAML and Directory Services

Shares supports the use of both SAML and directory services. If you configure both services to Shares,
ensure the services use different Active Directory domains. Aspera advises against configuring LDAP
directly to Shares if the SAML IdP acts as a frontend for the same Active Directory domain.

Bypassing the Default SAML IdP

Shares provides a mechanism for users to bypass the SAML redirect and log in using a local username and
password. This feature allows admins to correct server settings, including a mis-configured SAML setup,
without logging in through SAML.
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To bypass the SAML login, add 1login?local=true to the end of the login URL. For example:
https://198.51.100.48/1login?local=true

User Accounts Provisioned by Just-In-Time (JIT) Provisioning

When a SAML user logs in to IBM Aspera Shares for the first time, Shares automatically creates a new
user account based on the information provided by the SAML response. If the SAML response also
contains group information, and that group does not yet exist in Shares, Shares automatically creates a
new SAML group for each group of which the user is a member. For more information about SAML groups,
see “Creating SAML Groups” on page 48.

Group Permissions

A SAML user belonging to multiple groups is given the permissions and settings of all groups it belongs to
with permissions overriding restrictions. For example, if Group A disallows sending to external users but
Group B does not, users who belong to both groups are allowed to send to external users. Settings that
require specific handling are as follows:

« Account expiration is only enabled if all groups to which a user belongs specify account expiration. If
account expiration is enabled, the expiration date is set to the latest expiration date from among all
groups.

 For any settings that use Server Default, Yes or Allow, and No or Deny, the setting is set to Yes if any
group specifies Yes, and it is set to No if all groups are set to No. Otherwise, it is set to use the server
default.

« For advanced transfer settings, override is enabled if all groups specify override or if any group specifies
any transfer rate that is higher than the server default. If override is enabled, each transfer rate is set to
the higher of the highest value from among the groups and the server default. The minimum rate policy
is locked only if all groups specify the setting.

Configuring Your Identity Provider (IdP)

IdP Requirements

To use SAML with Shares, you must already have an identity provider (IdP) that meets the following
requirements:

« Supports SAML 2.0
Able to use an HTTP POST Binding.
Able to connect to the same directory service that Shares uses.

Not configured to use pseudonyms.
- Can return assertions to Shares that include the entire contents of the signing certificate.

If prompted, set to sign the SAML response. (Signing the SAML assertion is optional.)

IdP Metadata Formats
You must configure formats to set up your IdP to work with Shares:

Tag Format

NamelD Format urn:oasis:names:tc:SAML:1.1:nameid-format:unspecified
Entity ID https://shares_ip/auth/saml/metadata/

Binding urn:oasis:names:tc:SAML:2.0:bindings:HTTP-POST
Callback URL https://shares_ip/auth/saml/callback
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If the IdP is capable of reading SAML XML metadata for a service provider, you can upload a saved XML
metadata file to configure the IdP. You can retrieve the XML metadata for an existing Shares configuration
by going to https://server_ip/auth/saml/metadata and saving the XML as an XML file.

SAML Assertion Requirements

Shares expects assertion from an IdP to contain these elements:

Default Attribute Shares User Field | Required

NameID / Username Yes, with the

SAML_SUBJECT format: urn:oasis:names:tc:SAML:1.1:nameid-
format:unspecified

email Email address Yes

given_name First name Yes

surname Last name

member_of SAML group Necessary for SAML groups

Tip: All attributes other than NameID or SAML_SUBJECT can also use the
urn:oasis:names:tc:SAML:2.0:attrname-format:basic format.

SAMI Assertion Example

<?xml version="1.0" encoding="UTF-8"?>
<saml2p:Response Destination="https://aspera.ibm-sample.com/auth/saml/callback"
ID="_866852166a98ae2a855514761h870e64" InResponseTo="_6bba436a-54a6-4e4f-bh109-97a6cb6hd0349"
IssueInstant="2021-09-15T21:48:51.268Z2" Version="2.0"
xmlns:saml2p="urn:oasis:names:tc:SAML:2.0:protocol">
<saml2:Issuer Format="urn:oasis:names:tc:SAML:2.0:nameid-format:entity"
xmlns:saml2="urn:oasis:names:tc:SAML:2.0:assertion">https://shib-idp-01.dev.aspera.us/idp/
shibboleth</saml2:Issuer>
<saml2p:Status>
<saml2p:StatusCode Value="urn:oasis:names:tc:SAML:2.0:status:Success"/>
</saml2p:Status>
<saml2:Assertion ID="_a7d332169ef7ad5£d2967234ced2d736"
IssueInstant="2021-09-15T21:48:51.268Z2" Version="2.0"
xmlns:saml2="urn:oasis:names:tc:SAML:2.0:assertion" xmlns:xs="http://www.w3.0rg/2001/XMLSchema">
<saml2:Issuer Format="urn:oasis:names:tc:SAML:2.0:nameid-format:entity">https://shib-
idp-01.dev.aspera.us/idp/shibboleth</saml2:Issuer>
<ds:Signature xmlns:ds="http://www.w3.0rg/2000/09/xmldsig#">
<ds:SignedInfo>
<ds:CanonicalizationMethod Algorithm="http://www.w3.0rg/2001/10/xml-exc-cl4n#"/>
<ds:SignatureMethod Algorithm="http://www.w3.0rg/2000/09/xmldsig#rsa-shal"/>
<ds:Reference URI="#_a7d332169ef7ad5£d2967234ced2d736">
<ds:Transforms>
<ds:Transform Algorithm="http://www.w3.0rg/2000/09/xmldsigi#enveloped-signature"/>
<ds:Transform Algorithm="http://www.w3.0rg/2001/10/xml-exc-cl4nit">
<ec:InclusiveNamespaces PrefixlList="xs" xmlns:ec="http://www.w3.0rg/2001/10/xml-
exc-cl4n#" />
</ds:Transform>
</ds:Transforms>
<ds:DigestMethod Algorithm="http://www.w3.0rg/2000/09/xmldsigi#shal" />
<ds:DigestValue>2LMPPDFUKaQxIFK9JSoj3iMPWFO=</ds:DigestValue>
</ds:Reference>
</ds:SignedInfo>

<ds:SignatureValue>a6ItMgcnDsqi8j8MMX2uaVMSoYGM2tbePomyFDn82alHkucZLTH1GQSIXn1+36bChb11WBUCZOWYAt
Hw2hve8dBLMJj3s9SmVtFA0Z180HB4ZWUTHH730ykvXTmGLOIMNKId1ryQuRW+1TIT9BqLHa0q1lEp/
SB1IMJ+Ljzp8iT+9mi3DPBhP4uV8YPy/BYPQLAONPvOUBDz1FetBGov9BeNAfwrbo5Y/NYOEEI1+Mgj+98V/
gkJyotRTMDcX7tyIu2gXSSspIi5DiAve/
UtKZtAm96SKWFqsCdyd662SUTSekPCxT9obXfviW76eV2vUEonLebD3IvpIRXPZ7NFgjsjKA==</ds:SignatureValue>
<ds:KeyInfo>
<ds:X509Data>

<ds:X509Certificate>MIIDUDCCAjigAwIBAgIVANKYVO1LBB6MuViBihCDECq8X0oAXxMAOGCSqGSIb3DQEBBQUAMCQXIJjAE
BgNVBAMTGXNoaWItaWRwWLTAXLmR1di5hc3BlcmEudXMwHhcNMTMXMTA2MjIz0DAZzWhcNMzMXMTA2
MjIzODAzWjAKMSIWIAYDVQQDEx1zaGlilLWlkcCOWMS5kZXYuYXNwZXIhLnVzMIIBIFANBgkahkiG
9wOBAQEFAAOCAQBAMIIBCgKCAQEAKk7e5VrTIpcmeQTbNQX1gBTgpeWkkhx+8t4zpEh4UbQx8sXh
s09GtDQjVhasWMEGPAO+M1p112eXVvT8uQQMBh2Ce7qSx1aX14ZsJw+mPfuRf6xIZDk5sVNEY801
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SxXbeVVvPSGXN61TPV7/0/dd4s+IMIeG6NEIdfpFbYadF2QalD28ergf3KELzHkrBWti55NH8Np49
rk5Ig0fk56YRIKUETHI2pS3vvVIOIMWIhOVOrsNxHuO0600hFmLM5k+yHQqurlLkOmVOGFZnwFQC
1wPcLKvJ6gTv8k4hUkIOfthWUVOENcleyyDc9acnMXCrnM424eW4QnKE1H8u8x06DcwIDAQABoO3kw
dzBWBgNVHREETzBNghlzaGlilWlkcCOWMS5kZXYuYXNwZXJhLnVzhjBodHRwczovL3NoaWItaWRw
LTAxLmR1di5hc3BlcmEudXMvaWRwL3NoaWJib2x1dGgwHQYDVROOBBYEFPZq25rftOWK+9WvL+W1
+W+knKH2MAOGCSqGSIb3DQEBBQUAA4IBAQAhCICUALKkalLW1glDVtp8YuYB3FZgBnOY3ekt/OUXIU
uGWXDYhR8FdumXhGIGdUaP1QHd3MnZRIVougy7£S/Qyg8V/C8ALa5g7K/2sT01/RtMRQZK+v010
oxneqotk4BPGp3an+mlpdnxjIvphL4kX/ZPuCcvkyzoDnelv/c+dE/+Yz6IzmL1j/drsxRL8etPc
jpgGjIFATDGTNDDh1eOyLP3yN2aNPqEpF/Y8WOVhejrkux2YKwH6SQVKdSgodD6EVsUs13FlatvB
BRRwWBWgG21FBnVR101r3L0jHOVtFK/Hms3V3L9jE7ucR+gDbWNdPEmMVwWBY2aHrOEQU/NscQl</
ds:X509Certificate>
</ds:X509Data>
</ds:KeyInfo>
</ds:Signature>
<saml2:Subject>
<saml2:NameID Format="urn:oasis:names:tc:SAML:1.1:nameid-format:unspecified"
NameQualifier="https://shib-idp-01.dev.aspera.us/idp/shibboleth" SPNameQualifier="https://
aspera.ibm-sample.com/auth/saml/metadata">asperauserli</saml2:NameID>
<saml2:SubjectConfirmation Method="urn:oasis:names:tc:SAML:2.0:cm:bearer">
<saml2:SubjectConfirmationData Address="10.41.48.51" InResponseTo="_6hbha436a-54a6-4e4f-
b109-97a6c6hbd0349" NotOnOrAfter="2021-09-15T21:53:51.268Z" Recipient="https://aspera.ibm-
sample.com/auth/saml/callback"/></saml2:SubjectConfirmation>
</saml2:Subject>
<saml2:Conditions NotBefore="2021-09-15T21:48:51.268Z"
NotOnOrAfter="2021-09-15T21:53:51.268Z2">
<saml2:AudienceRestriction>
<saml2:Audience>https://aspera.ibm-sample.com/auth/saml/metadata</saml2:Audience>
</saml2:AudienceRestriction>
</saml2:Conditions>
<saml2:AuthnStatement AuthnInstant="2021-09-15T21:47:24.365Z2"
SessionIndex="_4589689d46dd27161ff17e37c686db04"><saml2:SubjectLocality Address="10.41.48.51"/
><saml2:AuthnContext>

<saml2:AuthnContextClassRef>urn:oasis:names:tc:SAML:2.0:ac:classes:PasswordProtectedTransport</
saml2:AuthnContextClassRef></saml2:AuthnContext>
</saml2:AuthnStatement>
<saml2:AttributeStatement>
<saml2:Attribute FriendlyName="office" Name="office"
NameFormat="urn:oasis:names:tc:SAML:2.0:attrname-format:unspecified">
<saml2:AttributeValue xmlns:xsi="http://www.w3.0rg/2001/XMLSchema-instance"
xsi:type="xs:string">Emeryville</saml2:AttributeValue>
</saml2:Attribute>
<saml2:Attribute FriendlyName="sn" Name="surname"
NameFormat="urn:oasis:names:tc:SAML:2.0:attrname-format:unspecified">
<saml2:AttributeValue xmlns:xsi="http://www.w3.0xrg/2001/XMLSchema-instance"
xsi:type="xs:string">user</saml2:AttributeValue>
</saml2:Attribute>
<saml2:Attribute FriendlyName="company_name" Name="company_name"
NameFormat="urn:oasis:names:tc:SAML:2.0:attrname-format:unspecified">
<saml2:AttributeValue xmlns:xsi="http://www.w3.0xrg/2001/XMLSchema-instance"
xsi:type="xs:string">Aspera SAML</saml2:AttributeValue>
</saml2:Attribute>
<saml2:Attribute FriendlyName="email" Name="email"
NameFormat="urn:oasis:names:tc:SAML:2.0:attrname-format:unspecified">
<saml2:AttributeValue xmlns:xsi="http://www.w3.0rg/2001/XMLSchema-instance"
xsi:type="xs:string">aspera-sample-user@ibm.com</saml2:AttributeValue>
</saml2:Attribute>
<saml2:Attribute FriendlyName="entryDN" Name="id"
NameFormat="urn:oasis:names:tc:SAML:2.0:attrname-format:unspecified">
<saml2:AttributeValue xmlns:xsi="http://www.w3.0xrg/2001/XMLSchema-instance"
xsi:type="xs:string">CN=aspera-sample-user,0U=IBMAspera,OU=Users,0U=IBM,DC=aspera,DC=ibm-
sample,DC=com</saml2:AttributeValue><
</saml2:Attribute>
<saml2:Attribute FriendlyName="givenName" Name="given_name"
NameFormat="urn:oasis:names:tc:SAML:2.0:attrname-format:unspecified">
<saml2:AttributeValue xmlns:xsi="http://www.w3.0xrg/2001/XMLSchema-instance"
xsi:type="xs:string">aspera</saml2:AttributeValue>
</saml2:Attribute>
<saml2:Attribute FriendlyName="memberOf" Name="member_of"
NameFormat="urn:oasis:names:tc:SAML:2.0:attrname-format:unspecified">
<saml2:AttributeValue xmlns:xsi="[xhttp://www.w3.0xrg/2001/XMLSchema-instancex]"
xsi:type="xs:string">CN=SAML,0U=IBMAspera,OU=Users,0U=IBM,DC=aspera,DC=ibm-sample, DC=com</
saml2:AttributeValue>
<saml2:AttributeValue xmlns:xsi="[xhttp://www.w3.0xrg/2001/XMLSchema-instancex]"
xsi:type="xs:string">CN=SAML_group,0U=IBMAspera,OU=Users,O0U=IBM,DC=aspera,DC=ibm-sample, DC=com</
saml2:AttributeValue>
</saml2:Attribute>
</saml2:AttributeStatement>
</saml2:Assertion>
</saml2p:Response>
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When passing in multiple attribute values (for example, member_of), make sure the SAML assertion
follows this pattern pulled from the example above:

<saml2:Attribute FriendlyName="memberOf" Name="member_of"
NameFormat="urn:oasis:names:tc:SAML:2.0:attrname-format:unspecified">

<saml2:AttributeValue xmlns:xsi="[xhttp://www.w3.0xg/2001/XMLSchema-
instancex]" xsi:type="xs:string">CN=SAML,0U=IBMAspera,O0U=Users,0U=IBM,DC=aspera,DC=ibm-
sample,DC=com</saml2:AttributeValue>

<saml2:AttributeValue xmlns:xsi="[xhttp://www.w3.0xg/2001/XMLSchema-
instancex]" xsi:type="xs:string">CN=SAML_group,0U=IBMAspera,O0U=Users,0U=IBM,DC=aspera,DC=ibm-
sample,DC=com</saml2:AttributeValue>
</saml2:Attribute>

Configuring SAML for Shares

Before configuring SAML in Shares, make sure you have properly configured your SAML IdP (see
“Configuring Your Identity Provider (IdP)” on page 45).

1. In IBM Aspera Shares, go to Admin > Accounts > Directories. Click Edit for the SAML Identity
Provider.

2. For the SAML IdP entry, click Edit.

3. To enable SAML, select the check box Log in using the SAML Identity Provider.

4. Optional: Enable SAML login redirection.

If enabled, entering the default Shares URL will direct users to the SAML login page. If disabled, the
Shares URL directs users to the local login page.

Log In

Local
Username
Password
Log In
Forgot vour username or password?
SAML

Log in using SAML Identity Provider

5. Enter the SAML entry-point address provided by the IdP in the IdP Single Sign-On URL text box.
6. Enter the Identity Provider Certificate Fingerprint.

7. Enter the Identity Provider Certificate.

8. Click Save.

Your SAML configuration is now enabled for Shares. You can further configure security settings by going to
the Security tab where you can restrict users from logging in through this configuration. If you allow users

to log in, you can enable the Restrict Login feature so that only SAML users already imported from SAML
can log into Shares.

Creating SAML Groups

SAML groups are created in IBM Aspera Shares one of two ways:

- Creating a SAML group in Shares using the application and then logging in as a SAML user in the new
group. The Shares SAML group is mapped to the external SAML group.

« Logging in using SAML credentials creates a Shares SAML group mapped to the external SAML group.
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The following instructions describe how to create a SAML group in Shares using the web application.

1. When SAML is enabled, you can create SAML groups by navigating to Admin > Groups.
2. Click New SAML Group to create a SAML group.
3. Enter the group name, which is the distinguished name (DN).

New SAML Group

SAML ID
CH=AsperaSAML,OU=Groups,OlU=asperaex, DC=sam| DC=asperac

Create Group | or Cancel

4. Click Create Group to create the SAML group.

You can view and manage your SAML group in the Groups section under Admin.

Customizing SAML Attribute Mapping
You can customize how Shares maps SAML attributes to Shares user fields.
There are two types of profile fields:

- Default fields: All SAML responses must provide these fields. You can edit the SAML name, but not the
Shares field name.
« Local fields: You can map additional SAMl fields to Shares users.

When there are enabled custom profile fields, a SAML user's details page shows values of those custom
profile fields in the Custom Attributes tab.

To edit custom fields:

1. Add new SAML fields in your SAML identity provider. These fields must be correctly mapped to the
SAML directory service.

2. Go to Admin > Directories and click Edit for SAML Identity Provider.

3. Go to the Attribute Mapping tab.

4. Click Add Custom Profile Field to add a new field:

Configuration Option | Description

Name Enter the name of the field added to a Shares user.

SAML Name Enter the name of the SAML field found in your IdP.

Important: The Shares SAML Name must be correctly mapped to your
SAML fields in IdP. If the names are incorrectly mapped and the field is
required, Shares rejects the user login.

Required Require that a SAML response includes the SAML name mapped to this
custom field. SAML user login fails when the field is required, but the SAML
response does not include the required custom attributes.

5. Click Update user profile fields.

Importing a SAML User to Shares

You can pre-populate the SAML user record and set permissions for a user before the user logs in to
Shares. You can import the user in one of two ways:
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« Import the SAML user in the Shares Ul
« Import the SAML user using a rake task

For more information about using a rake task, see “Configuring Users With Rake Tasks” on page 63.

Note: You must first configure and enable SAML for Shares before you can create a SAML user. For more
information, see “Configuring SAML for Shares” on page 48.

The instructions below describe how to import a SAML user in the Shares UL

1. Go to Admin > Users and select Import SAML User.
2. Enter a value for each of the following fields for the SAML user.

Field Description Example
1D The SAML CN=saml
user's full doe,0U=AK,0U=Users,0U=Asperasoft,DC=dev,DC=aspera,DC=us
Distinguished
Name
(required)
Given_name | First name Sam
Surname Last name Doe
Name ID Username samldoe
(required)
Email Email address |samldoe@shares.example.com

3. Click Import User.

For information about configuring the newly created user, see “Configure User Settings” on page 37.

Configuring Sighed SAML Authentication Requests

Signed SAML authenticate requests must be configured in the saml . yml configuration file. Make sure you
have a valid SSL certificate and key to sign requests.

1. Edit the saml.yml.sample configuration file (/opt/aspera/shares/u/shares/config/
saml.yml.sample).

2. Under the production section, set EnableSignedAuthnRequests to true and add in your SSL
certificate and SSL private key:

EnableSignedAuthnRequests: true
AuthnDigestMethod: XMLSecurity::Document::SHA1
AuthnSignatureMethod: XMLSecurity::Document: :RSA_SHA256
AuthnCertificate: >

----- BEGIN CERTIFICATE-----
shares_ssl_certificate

----- END CERTIFICATE-----

AuthnPrivateKey: >

----BEGIN RSA PRIVATE KEY-----
shares_ssl_private_key

----- END RSA PRIVATE KEY-----

For example:

EnableSignedAuthnRequests: true

AuthnDigestMethod: XMLSecurity::Document::SHAL
AuthnSignatureMethod: XMLSecurity::Document: :RSA_SHA256
AuthnCertificate: >

----- BEGIN CERTIFICATE-----
MIICKzCCAZSgAwIBAgIBAZzANBgkqhkiGOwOBAQQFADA3MQswCQYDVQQGEWIVUZER
MA8GALUEChMITmVOc2NhcGUXFTATBgNVBASTDFN1cHIpeWEncyBDQTAeFwO5NzEw
MTgwMTM2MjVaFwO50TEWMTgwMTM2MjVaMEgxCzAIBgNVBAYTALVTMREWDwWYDVQQK
EwhOZXRzY2FWZTENMASGA1UECXMEUHViczEXMBUGAIUEAXMOU3Vwcm15YSBTaGVoO
dHkwgZ8wDQY JKoZIhvcNAQEFBQADEYOAMIGIA0GBAMIr6eZiPGEjX3uRIGETMKiqG
7SdATYazBcABul1AVyd7chRkiQ31FbXFOGD3wNktbf6hRo6EAMMS /R1AskzZ8AWT7L
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i1QZBcxrXpcOk4du+2Q6xIJu2MPm/8WKuUMONTuvzpo+SGXelmHVChEqooCwfdiZywyZ
NMmrJgaoMa2MS6pUkEQVAgMBAAGjNjAOMBEGCWCGSAGG+EIBAQQEAWIAgDALBENV
HSMEGDAWgBTYy8gZZkBhHUfWIMloxeuZc+zYmyTANBgkqhkiGOwOBAQQFAAOBgQBt
16/z072635DfzX4XbAFpj1R1/AYWQzTSYx8GEcNAqCqCwaSDKvsuj/vwbf910373
UkdGYpcd2cYRCgKidMwqdWyLtpuHAH18hHZ5uviOOmIYw8W2wUOsYORC/a/IDy84
hW3WWehBUqVK5SY4/z340Tjx7dwNMdGwbWEipRqjd1A==

----- END CERTIFICATE-----

AuthnPrivateKey: >

----- BEGIN RSA PRIVATE KEY-----
MIICXAIBAAKBEQCVQGPH2S7FOCHEMQBEMbiDi00GXhVwlG+yY/60BQoPKcx4dv2h
vLz71r54ngjaIqngRNP71jKjFLp5zhnAu9GsdwXbgLPtrmMSB+MVFHTIvKjQ+eY9p
dWA3NbQusM9uf8dArm+3VrZxNHQbVGXOIAPNHT008cZHMSqIDQ60vVLma7wIDAQAB
AoGAbxKPzsNh826JV2A253svdnAibeSWBPg17kBIrR8QWDCtkHIfvgpVmHa+6p05
5bShQyQSCkxa9f2jnBorKK4+0K412TBM/SG6Zjw+DsZd6VuoZ7P027msTWQTrMBxg
Hjgs7FSFtj76HQ00ZxFeZ8BkIYqOw+7VQYAPBWEPSqCRQAECQQDVOIMAPYRVIWSQM
S8Rmf/jBWmRnY1gPPE0ZD0OiSWJqIBZUBznvOPOOQSH6B+vee/q5edQA20IaDgNmn
AurEtUaRAKEAN7/65w+Tewr89mOMORKMVpFpwNEGYAj3kTImFEYDg+iNWdcSE6XE
2HOW3YEbDsSayxc36efFnmr//41jt4iJfwJAalpOeicIhIracAaaab6dtGl/0AbOe
£3NibugwUxIGWkz1XmGnWbI3yyYo0ta®cR9fvjhxV9QFomEfTBcdwf40FgQIAH3MG
DBMO77w8DK2QfWBVhGNANFTGYwWg52D1Bay68E7590PYVTMm40/S301b0Q53gt/x
TAUq7IMYHtCHZwXxKkNQJIBAORWE+6qVIv/ZSP2tHLY{£8DGOhEBItQcVIE7PfUjAbH5
1r++9qUfv0S13gXj5weio5dzgEXwWdX2YSL /asz5DhU=

----- END RSA PRIVATE KEY-----

3. Rename saml.yml.sample to saml.yml.
4. Restart Shares services.

# service aspera-shares restart

Managing a Share

Creating a Share

You can create a share by using one of the following methods:

« On your Home page, click the (+] button next to the SHARES header.
« Browse a Node, Share, or Bookmark and select the directory to share, then click Create Share.

- Browse a Node, Share, or Bookmark, click the drop-down menu associated with the directory you want
to share, and click Share.

Each of these goes to the New Share page.

Note: If you want to create a new share from a location on a specific share (for example, from an existing
folder on a share), see “Creating a Share from a Folder” on page 53.

1. Configure your new share.
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New Share

Mame Aspera User 1

Mode loc alhost

Directory fasp Browse.
Bytes free - warn alE

Ll
S
5
[¥3]
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Percent free - warn 25

Bytes free - error 1G
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N

93]

=

I
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Percent free - error 10

Create Share

Field Description

Name The name of the share is only a description, which means that multiple shares can
have the same name.

Node Select a node from the drop-down list of all available nodes.
If you are creating this share by clicking Create a share for a directory selected
while browsing a node or share, this field is automatically populated with the node
containing the selected directory.

Directory If you are creating this share from a directory selected while browsing a node or
share, this field is automatically populated with the directory.
If you are creating a share using the SHARES [+) button, click Browse to browse
directories on the node. Select the directory that you want to share, then click
Select.
Note: For Windows nodes, folders with names that do not follow the proper
Windows folder naming convention do not open in the Shares web UI. For details
on Windows folder naming conventions, see http://msdn.microsoft.com.

Bytes free - Shares issues a warning message when the share has equal to or less than the

warn specified number of bytes free. You can enter the number as G, MB, terrabytes, and
bytes.

Percent free - [ Shares issues a warning message when the share has equal to or less than the

warn specified percent of its storage free.

Bytes free - Shares issues an error message when the share has equal to or less than the

error specified number of storage bytes free. You can enter the number as G, MB,
terrabytes, and bytes.

Percent free - [ Shares issues an error message when the share has equal to or less than the

error specified percent of its storage free.
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2. Click Create Share to save your entries.

The share appears under the Shares section on your Home page.

Tip: Only the first 100 shares are shown in the left sidebar. Clicking See all displays all shares. When
you select a share that is not one of the first 100 shares, it appears under a new section in the left
sidebar called "CURRENT SHARE".

To give a user permission to access a share, see “Authorizing Users to a Share” on page 56.

Creating a Share from a Folder

When browsing a share, you can create a new share from a folder in the share.

1. Select the folder from which to create a share and click Create Share.

If you would like to create a share from a folder that does not exist, create a new folder with the New
Folder button and select that folder.

2. Configure your new share.

Note: The Name, Node, and Directory fields are pre-populated with the name and location of the

selected folder.

New Share

Mame Aspera User 1

Mode loc alhost v

Directory fasp Browse.
Bytes free - warn alE

Percent free - warn 25

Bytes free - error 1G

Percent free - error 10
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Create Share

Field

Description

Name

The name of the share is only a description, which means that multiple shares can
have the same name.

Node

Select a node from the drop-down list of all available nodes.

If you are creating this share by clicking Create a share for a directory selected
while browsing a node or share, this field is automatically populated with the node
containing the selected directory.

Directory

If you are creating this share from a directory selected while browsing a node or
share, this field is automatically populated with the directory.

Shares Admin Guide for Linux 53



Field Description

If you are creating a share using the SHARES (+J button, click Browse to browse
directories on the node. Select the directory that you want to share, then click
Select.

Note: For Windows nodes, folders with names that do not follow the proper
Windows folder naming convention do not open in the Shares web UI. For details
on Windows folder naming conventions, see http://msdn.microsoft.com.

Bytes free - Shares issues a warning message when the share has equal to or less than the

warn specified number of bytes free. You can enter the number as G, MB, terrabytes, and
bytes.

Percent free - [ Shares issues a warning message when the share has equal to or less than the

warn specified percent of its storage free.

Bytes free - Shares issues an error message when the share has equal to or less than the

error specified number of storage bytes free. You can enter the number as G, MB,

terrabytes, and bytes.

Percent free - | Shares issues an error message when the share has equal to or less than the
error specified percent of its storage free.

3. Click Create Share to save your entries.
The share appears under the Shares section on your Home page.

Tip: Only the first 100 shares are shown in the left sidebar. Clicking See all displays all shares. When
you select a share that is not one of the first 100 shares, it appears under a new section in the left
sidebar called "CURRENT SHARE".

To give a user permission to access a share, see “Authorizing Users to a Share” on page 56.

Modifying a Share

Shares are listed under the SHARES section of the Home page.

Tip: Only the first 100 shares are shown in the left sidebar. Clicking See all displays all shares. When you
select a share that is not one of the first 100 shares, it appears under a new section in the left sidebar
called "CURRENT SHARE".

Use the drop-down menu to the right of the share name to do the following on a share:

Browse
Activity
Comments
MNotifications

Edit
Authorizations
Admin Activity
Delete
Action Description
Browse Explore directories and files within a share. For details, see “Browsing a Share” on page
55.
Activity A list of all activity that has occurred on the selected share appears. You can also
search for activity based on tagged events or a date range.
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Action Description

Comments A list of any comments that have been made about the share appears. You can also add
your own comments.

Notifications Set your preference for receiving notifications when new content has been added to
your share.

Edit (Detail tab) | Open the share Detail view.

Check the status by clicking Test. If the share is functioning properly, a message below
the share name reads, "Status: OK. (Last checked X seconds ago.)"

Change the values (set during configuration) in the fields and click Update Share to
save your changes. For more details on the settings, see “Creating a Share” on page 51.

To delete the share, click Delete.

Authorizations | Set authorization for browsing, file transfer, file operations, and notifications related
to the share for existing users, groups, and directories. For more information on
authorizations, see “Authorizing Users to a Share” on page 56

Admin Activity | A list of all admin activity that has occurred on the share. You may also search for
activity based on tagged events or a date range.

Delete Deletes the share.

Browsing a Share
When you browse a share, all files and directories within that share are displayed.

Note: Shares excludes files that match the . _* pattern to hide MacOS extended attributes on file systems
without native support for those attributes. File systems without native support prepend . _ to MacOS
attribute names.

The search bar enables you to search for specific files or directories (for more information, see “Searching
Nodes and Shares” on page 35). When you select a file or directory in the share, you can click one of the
buttons (for example, Bookmark) to act on the share. Total Count displays the total number of entries
(files and directories) in the current share.

The buttons perform the following functions:

Button Function

Bookmark Create a shortcut to the selected directory. If you do not select any directory, the
bookmark is the node's root directory.

Download Download the selected directory or directories using the IBM Aspera Connect Browser
Plug-In. For more information, see “Transferring Files” on page 56.

Upload File Upload a file from another machine to this share using the Connect. For more
information, see “Transferring Files” on page 56.

Upload Folder [ Upload a folder from another machine to this share using the Connect. Users do not
need permission to create new folders to upload directories.

Delete Delete the selected directory or directories.

New Folder Create a new directory in the share.

Rename Rename an existing directory in the share.

Create Share | Create a share for the selected directory. You must have admin or manager authorization
to create a share. You can select only one directory at a time. Click Create Share to

Shares Admin Guide for Linux 55



Button Function

open the New Share dialog. The dialog is prepopulated with the node and directory
information. To complete the other fields, see “Creating a Share” on page 51.

Authorizing Users to a Share

For an overview on user roles and authorizations, see “Understanding User Roles and Share
Authorization” on page 35.

1.
2.
3.

6.
7.

From your home page, click a share's drop-down menu, and select Authorizations.
Click Authorize User, Authorize Group, or Authorize Directory.
For users and groups, enter a user or group name and click Search Users or Search Groups.

The search functions as it does for searching shares and nodes. For more information on searching,
see “Searching Nodes and Shares” on page 35.

. Click Add next to the user, group, or directory.
. Select permissions for the user, group, or directory.

Permission Description

Manage Select manage to make the user a manager of the share. For more information
about managers, see “Understanding User Roles and Share Authorization” on page
35.

Browse Select browse to give the user permission to browse the node.

Transfer Select download and upload to give the user download and upload permissions.

Note: Users with upload permissions can upload directories even if they are not
permitted to create directories (mkdir is not selected).

File Operations | Select mkdir, delete, and rename to make changes to the files on the node.

Notifications Select content availability for Shares to send email notifications to the user

whenever new content is available.

The default permission is browse. If a user does not have the browse or upload permissions, the user
can only access Shares functions if the user has been made an API user. For more information about
API permissions, see “Shares API Permissions” on page 80.

Click Update to save your changes.
Remove all authorization for a user, group, or directory by clicking Remove.

Transferring Files

Uploading and Downloading Content

IBM Aspera Shares users may upload and download content to and from a share if they are authorized to
do so by clicking the corresponding action buttons shown when browsing a share. Transfers are managed
by Shares. For more information on the Connect Browser Plug-In, see “IBM Aspera Shares and the
Connect Browser Plug-In” on page 57.

When initiating a transfer, Shares opens the transfer in the Connect Browser Plug-In transfer window. For
more information on the Connect transfers window, see “The Transfers Window” on page 57.

Users with sufficient permissions can adjust file transfer speed by opening the Transfer Monitoring
window. For more information, see “Monitoring Transfers” on page 58.
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IBM Aspera Shares and the Connect Browser Plug-In

Transfers initiated in the IBM Aspera Shares web application are conducted using the IBM Aspera
Connect Browser Plug-in. The Connect Plug-In is an install-on-demand web browser plug-in that
facilitates high-speed uploads and downloads with an Aspera transfer server.

The Connect Install Dialog

When a user first logs in, Shares checks if the Connect has been installed on their browser. If they have an
outdated version or do not have the plug-in installed, Shares prompts the users to download and install
the plug-in.

@ Connect  \}/ Aspera Connectis unable to launch. | Download latestversion

Clicking Download latest version connects the user to Aspera's CloudFront CDN from which they can
download the Connect installer.

Each page of Shares checks for the presence of Connect. If Connect is missing, Shares prompts you to
download the plug-in. To suppress Shares from prompting you to install Connect on each page, go to your
Preferences page and set the value of Suppress Connect Install Dialog to true.

Transfers with Connect

For more information on transferring content with Connect, see “Uploading and Downloading Content” on
page 56.

Serving Connect Locally

If you are operating within a closed system, you may want to host the IBM Aspera Connect installers

and plugins for locally rather than having the downloads served from Aspera's CloudFront CDN. This also
enables you to enforce a certain version of the Connect plug-in. you can host the IBM Aspera Connect
Plug-in SDK installers locally. For more information on serving the Connect plug-in locally, see “Serving
Connect from a Local Location” on page 58.

The Transfers Window

You can view and manage all transfer sessions within the Transfers window.

G

aspera-test-dirsmall
Jroot/Desktop/aspera-test-dirsmall/smallfile03
(- - - [ )

Downloading 3.7 of 10.0 MB (41.89 Mbps) - 0:01 remaining 0:19 elapsed

o | Clear List |

The Transfers window contains the following controls:

.0 Open the Transfer Monitor. For more information on using this feature, see Monitoring Transfers.

-.Q Open the folder on your computer that contains this content.
-9 Stop the transfer session.

. '°' Resume transfer.

N C) Retry a failed transfer.
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When the queuing option is enabled, only a certain number of concurrent transfers are allowed. The
additional transfers will be queued in the Transfers window and initiated when a transfer is finished.

You can manually start a queued transfer by clicking the > button. You can also right-click on a started
or stopped transfer to access various controls. The example below shows the right-click options for a
stopped transfer.

G Transfers - Aspera Connect E=IE]
. (2]
= aspera-test-dirlarge

| SO0

Stopped
Remove . H

Show in Transfer Monitor
Open Containing Folder Clear List

Monitoring Transfers

You can monitor and adjust file transfer speed by clicking @ o open the Connect Transfer Monitor
dialog. If you have sufficient server privileges and your transfer server is configured to allow it, you may
modify the following in this dialog:

Field Value
Transfer progress bar Adjust the file transfer speed by clicking and sliding the transfer progress
bar.
Q) Click to view the destination folder of the transferred files.
S Click to stop the transfer session.
Transfer policy: Select the transfer policy from the drop-down list:
» Fixed » The transfer transmits data at a rate equal to the target rate, although this
- High may impact the performance of other traffic present on the network.
« Fair » The transfer rate is adjusted to use the available bandwidth up to the
L maximum rate.
« Low
» The transfer attempts to transmit data at a rate equal to the target rate. If
network conditions do not permit that, it transfers at a rate lower than the
target rate, but not less than the minimum rate.
» The transfer rate is less aggressive than Fair when sharing bandwidth
with other network traffic. When congestion occurs, the transfer rate is
decreased to the minimum rate, until other traffic retreats.

Note: You can only switch between High and Fair transfer policies if the host is IBM Aspera High-Speed
Transfer Server version 3.0 or later.

Serving Connect from a Local Location

If you need to host the IBM Aspera Connect Plug-in SDK installers locally, you can download the Connect
SDK file and configure Shares to point to a local copy of the Connect SDK hosted at a non-standard
location. In this way, users download Connect from a server of your choice.

1. Download the Connect SDK zip file from the Aspera Developer Network.

2. Create the directory, /opt/aspera/shares/u/connect-sdk, and extract the contents of the
connect SDK into this directory.
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3. Edit the connectinstaller-4.js file found at the following location: /opt/aspera/shares/u/
connect-sdk/v4/connectinstaller-4.7s

Change the default SDK location to connectOptions.sdkLocation.
var updatesURL = connectOptions.sdkLocation;

4. Create a Connect Nginx configuration file named "connect-sdk" at /opt/aspera/shares/etc/
nginx/locations-available/connect-sdk with the following content:

location /connect/ {
alias /opt/aspera/shares/u/connect-sdk/;
expires 1d;

5. Create a symlink between the connect-sdk file and the locations-enabled folder so Nginx
includes the configuration file.

# 1n -s /opt/aspera/shares/etc/nginx/locations-available/connect-sdk /opt/aspera/shares/etc/
nginx/locations-enabled

6. Point Shares to the new Connect SDK location by editing the file at /opt/aspera/shares/u/
shares/app/views/node/shared/_aspera_web_plugin_install.html.haml.

Change the following line to one of two options:

- connect_autoinstall_location = '//d3gcli72yxqn2z.cloudfront.net/connect/v4'

« Programmatically set the domain name of the server.
- connect_autoinstall_location = "//#§ request.host_with_port %/connect/v4"

« Manually set the domain name of the server. Replace shares.example.com with the Shares
server domain.

- connect_autoinstall_location = '//shares.example.com/connect/v4'

Find the following line under function loadConnectScript:
var url = window.location.protocol + CONNECT_AUTOINSTALL_LOCATION + '/' + script + '.min.js';
Replace it with the line below:
var url = window.location.protocol + CONNECT_AUTOINSTALL_LOCATION + '/' + script + '.js';
7. Restart Shares and Nginx.

# service aspera-shares restart
# killall -HUP nginx

Your Shares server is now hosting Connect and installers.

Note: You may need to clear your browser cache in order for these changes to take effect.

Transferring Content Between Shares
Note: This feature is supported only by IBM Aspera High-Speed Transfer Server 3.4.5 or later.

You can transfer content from any share for which you have download permission to any share for which
you have upload permission. Conversely, you can transfer content to any share for which you have upload
permission from any share for which you have download permission.

1. Select one or more files or folders from a Share for which you have download permission.

2. Drag the files or folders to a Share for which you have upload permission, or to a bookmark.

When a transfer occurs, a transfer window opens showing the current status of each transfer that is
being made.
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In the Transfer dialog, you can also perform the following actions:

Action Description

Pause Temporarily pause a transfer.

Resume Resume a previously paused transfer.

Clear all Clear transfers from the list.

Remove Remove transfer from the list. (This will also cancel any paused
transfers.)

Using Bookmarks

Use bookmarks in Shares to save the location of a directory for quick and easy access. Saved bookmarks
appear under the BOOKMARKS section in the left sidebar on the Home page. If you do not see
BOOKMARKS, you do not have any saved bookmarks.

BOOKMARKS

L project X =
&l Project ¥ / Assets

Creating a Bookmark

To create a bookmark, browse the Node or Shares directory you want to bookmark. Select a directory and
click the Bookmark button. If you do not select a directory, clicking the Bookmark button bookmarks the
directory you are currently browsing.

Note: You can only bookmark directories. If you select a file and click Bookmark, Shares gives the
following message: "Can only bookmark directories".

Managing Bookmarks

You can edit or delete bookmarks from the left sidebar. Hovering over a bookmark reveals the drop-down
arrow that allows you to perform the following actions:

Action Description
Browse Go to the directory saved by the bookmark.
Edit Change the name of the bookmark.

Note: You cannot change the bookmark directory.
To change the directory, you must delete this
bookmark and create a new bookmark from the
desired directory.

Delete Deletes the bookmark.

Note: If you lose permission to browse a directory, bookmarks of those directories are not automatically
removed. You can still access the bookmark, though you can no longer browse the directory.

Monitoring Shares

Monitoring Shares Activity

Admins can view and search activity in IBM Aspera Shares, including user logins, share authorizations,
and transfers, in the Activity page and in the Activity tab for users, groups, and directories.
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Viewing Activity
All activity: On the Admin page, click Activity to go to a searchable list of all activity in Shares.

Activity by user, group, or directory service: On the Admin page, click Users, Groups, or Directories.
Click Edit next to the user, group, or directory and go to the Activity tab where a searchable list of activity
by that entity is displayed.

Searching Activity

Click Search to open a search dialog. Confine your search to a date range using the From and To fields.
Search for specific events by typing in a keyword. Once you have entered one or more letters, Shares
suggests a list of events containing the string. For example, typing share returns the following options:

« DirectoryCreatedOnShare

FileRenamedOnShare

FilesDeletedFromShare

ShareAuthorizationCreated
 ShareCreated
ShareDeleted
ShareStatusChanged

All Activity

Hide Search
From
To

Events | share

FileRenamedOnShare
FilesDeletedFromShare

SharesuthorizationCreated
Liser log
ShareCraated

ShareDeleted
User oy ShareStatusChanged

Click Search to start your search.
In the search results, to view details of an event click Show. To see a list of all events of that type, click
the event name.

Errors and Warnings

You can review errors and warning associated with IBM Aspera Shares activity to identify problems. The
Errors and Warnings page can be accessed by clicking Monitor > Errors and Warnings or the warning

icon m in the upper right corner of Shares pages.

Access from Monitor > Errors and Warnings

Click Monitor > Errors and Warnings to go to a table of all errors and warnings. The Errors and Warnings
page provides the following options for viewing them.

« To search for specific errors or warnings, enter the object, such as Node or User, or the level (error or
warning) in the search fields and click Search.
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« To sort errors and warnings by level (warning or error) or object, click the dropdown menu next to Sort.
The default sort is by level.

- If more information about an error or warning is available, go to it by clicking the Description link next to
the error.

« To go to the error log, click the description link for the object "ErrorLog."

Access from the Warning Icon

The warning icon shows the total number of errors and warnings. Click the icon m to open a pop-up
window that displays a summary of errors (red icons) and warnings (orange icons). Buttons at the bottom
of the window show the number of warning and errors. The pop-up window provides the following options
for viewing errors and warnings:

- To go to a searchable list of all warnings, click

. . 1E
- To go to a searchable list of all errors, click .

« If more information about an error or warning is available, go to it by clicking the error description.

To go to the error log, click Found number errors in error_logs table. If there are too many errors and
warnings to fit in the pop-up window, click + number more, which goes to the same page as Monitor >
Errors and Warnings.

Configuring the Stats Collector

Adding Existing Nodes to Stats Collector
1. Go to the Shares shell.
# cd /opt/aspera/shares/u/shares/bin
2. Run the following rake task to add existing nodes to stats collector:

# ./run rake aspera:stats_collector:add_all_nodes

Configure Stats Collector Log Levels

Edit the stats collector logging configuration file, logback.xml, to view more detailed information in
stats collector logs.

1. Open the logback.xml file.
Find itin:
/opt/aspera/shares/u/stats-collector/etc/loghack.xml

2. Edit the statscollector.log.level value.
Change INFO to DEBUG.

<root level="${statscollector.log.level:-INFO%}">
<appender-ref ref="FILE"/>
<appender-ref ref="STDERR" />

</root>

3. Restart stats collector for the changes to take effect.
Run the following command:

# /opt/aspera/shares/sbin/sv restart stats-collector
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Stats collector logs should now show debugging information. To change log levels back to normal, open
the logback.xml file and change DEBUG back to INFO.
Lowering Stats Collector Polling Frequency

Lowering the frequency that stats collector polls nodes for statistics can free up memory and lower the
load on your server. This is especially applicable to cases where the stats collectors of multiple machines
are all polling a single node for statistics.

1. Openthe stats-collector.properties file.
Find the file at:

/opt/aspera/shares/u/stats-collector/etc/stats-collector.properties

2. Uncomment and specify the polling.period variable:

iHE The time period at which nodes are polled for new statistics.
iHF Default 1s
# polling.period=

For example, increase the polling period to 5s to lower the load on your server:

#k The time period at which nodes are polled for new statistics.
ik Default 1s
polling.period=5s

3. Restart stats collector for the changes to take effect.
Run the following command:

# /opt/aspera/shares/sbin/sv restart stats-collector

Retrieving Stats Collector Version Number

Run the following command:

# /opt/aspera/shares/u/stats-collector/bin/run java -jar lib/stats-collector-admin.jar -A

Working with Rake Tasks

Configuring Users With Rake Tasks

Use rake tasks to create, modify, and delete users; to import SAML and LDAP users; and to export users to
and import users from . csv files.

Rake tasks must be run from the Shares shell, as described in the following steps:

1. Go to the shares folder:
# cd /opt/aspera/shares/u/shares/bin
2. Test that your rake tasks are working correctly.

# ./run rake -T

Create User

# ./run rake data:user:create -- --username username --password password --email email_address
--first_name first_name --last_name last_name
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For example:

# ./run rake data:user:create -- --username johndoe --password ***x**x*x*x%x --email
john@shares.example.com --first_name John --last_name Doe

By default, Shares requires a user to change their password when they first log in. You can disable that
requirement by setting the - -set_passwoxrd option to true. For example:

# ./run rake data:user:create -- --username johndoe --password ****x*x*x%x*x%x --email
john@shares.example.com --first_name John --last_name Doe --set_password true

Delete User

# ./run rake data:user:delete -- --username username
For example:
# ./run zrake data:user:delete -- --username johndoe
Update User
# ./run rake data:user:update -- --username username --password password --email email --

first_name first_name --last_name last_name
For example:

# ./xrun rake data:user:update -- --username johndoe --password ****x*x*x%x%x%x --email
john@shares.example.com --first_name John --last_name Doe

Export a List of Users

# ./run rake data:user:export -- --path /path/to/file
For example:
# ./run rake data:user:export -- --path /temp/projectgroups.txt

The export command writes the groups into a .txt file. For example, the projectgroups. txt file may
read like below:

projectgroupl
projectgroup2

Import Users (from .csv)

Note: The .csv file must use the following format:

Username, Email, First Name, Last Name, Password

# ./run rake data:user:import -- --path /path/to/file
For example:
# ./run rake data:user:import -- --path /temp/users.csv

Important: By default, users created by this rake command are not allowed to log into Shares. A Shares
admin can set login permissions for these users one by one by going to Admin > Users, selecting the user,
clicking Edit Security, and selecting the Login permission. Users for whom no passwords are specified

64 1BM Aspera Shares 1.10



are assigned a random password and must click the Forgot your username and password? link to reset
their password and log in.

Import SAML User

# ./run rake data:user:saml:import -- --id full_distinguished_name --name_id shares_username
[--option option_value]

Note: Delimit distinguished names containing spaces with quotes (").

When running the create and update tasks, you can add the following options to your command to set
values for the Shares user's fields:

Option Description
--given_name given_name This value determines the Shares user's first name.
--surname surname This value determines the Shares user's last name.
--email email This value determines the Shares user's email
address.
For example:
# ./run rake data:user:saml:import -- --id "CN=saml
doe,0U=AK,0U=Users,0U=Asperasoft,DC=dev,DC=aspera,DC=us" --name_id samldoe --given_name Sam --

surname Doe --email samldoe@shares.example.com

Delete SAML User

# ./xrun rake data:user:saml:delete -- --username username
For example:

# ./xrun rake data:user:saml:delete -- --username samldoe

Fetch User Details from LDAP

# ./run rake data:group:ldap:fetch -- --username username
For example:
# ./run rake data:group:ldap:fetch -- --username ldapdoe

Delete LDAP User

# ./xrun rake data:user:ldap:delete -- --username username
For example:
# ./run rake data:user:ldap:delete -- --username ldapdoe

Configure Groups With Rake Tasks

Use rake tasks to create, modify, and delete groups; to add users to groups; and to import SAML and LDAP
groups.

Rake tasks must be run from the Shares shell, as described in the following steps:
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1. Go to the shares folder:
# cd /opt/aspera/shares/u/shares/bin
2. Test that your rake tasks are working correctly.

# ./run rake -T

Create Group

# ./run rake data:group:create -- --group_name group_name
For example:
# ./run rake data:group:create -- --group_name projectgroupl

Delete Group

# ./run rake data:group:delete -- --group_name group_name

For example:

# ./xrun rake data:group:delete -- --group_name projectgroupl
Add User to a Group

# ./run rake data:group:user:add -- --username username --group_name group_name
For example:

# ./run rake data:group:user:add -- --username johndoe --group_name projectgroupl

Add LDAP User to a Group

# ./xrun rake data:group:authorizable:user:add -- --username ldap_username --group_name
group_name

For example:

# ./run rake data:group:authorizable:user:add -- --username johnldap --group_name projectgroupl

Remove User from a Group

# ./run rake data:group:user:remove -- --username username --group_name group_name
For example:
# ./run rake data:group:user:remove -- --username johndoe --group_name projectgroupl

Export a List of Groups

# ./run rake data:group:export -- --path /path/to/file
For example:
# ./run rake data:user:export -- --path /temp/groupexport.txt

66 IBM Aspera Shares 1.10



Import Groups from a Text File

# ./run rake data:group:import -- --path /path/to/file

If the group already exists in Shares, the rake task does not add the group.

For example:
# ./xrun rake data:group:import -- --path /temp/projectgroups.txt
Where the projectgroups. txt file contains the following :

projectgroupl
projectgroup2
projectgroup3
projectgroupd
projectgroup5
projectgroup6

Create SAML Group

# ./run rake data:group:saml:create -- --group_name group_name
For example:

# ./run rake data:group:saml:create -- --group_name samlgroupl

Fetch Group Details from LDAP

# ./xrun rake data:group:ldap:fetch -- --group_name group_name
For example:
# ./run rake data:group:ldap:fetch -- --group_name samlgroupl

Delete LDAP Group

# ./run rake data:group:ldap:delete -- --group_name group_name
For example:
# ./run rake data:group:ldap:delete -- --group_name samlgroupl

Configure a Share With Rake Tasks

Use rake tasks to create, modify, and delete shares, and to configure share permissions.
Rake tasks must be run from the Shares shell, as described in the following steps:

1. Go to the shares folder:
# cd /opt/aspera/shares/u/shares/bin
2. Test that your rake tasks are working correctly.

# ./run rake -T

Tip: Square brackets in usage statements denote optional arguments and do not need to be included
when running the commands.
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Create Share

# ./run rake data:share:create -- --node_name node_name --share_name share_name --directory
directory
For example:
# ./xrun rake data:share:create -- --node_name aspera --share_name sharel --directory /mnt
Delete Share
# ./run rake data:share:delete -- --share_name share_name

For example:

# ./run rake data:share:delete -- --share_name sharel

Modify Share

Note: Uses the same syntax as create share. Change the values as needed to modify the attributes of the
specified share.

# ./xrun rake data:share:create -- --node_name node_name --share_name share_name --directory
directory

For example:

# ./run rake data:share:create -- --node_name aspera --share_name sharel --directory /mnt

Manage User's Share Permissions

# ./run rake data:user:share_permissions -- --username username --share_name share_name
[--permission true/false...]

Where valid permissions are:

« browse_permission

« download_permission

« upload_permission

« mkdir_permission

- delete_permission

e rename_permission

- content_availability_permission
- manage_permission

For example:

# ./run rake data:user:share_permissions -- --username users --share_name sharel
--upload_permission true --mkdir_permission true

Manage Group's Share Permissions

# ./run rake data:group:share_permissions -- --group_name group_name --share_name share_name
[--group-type active_directory/local|saml]
[--permission true/false...]

If --group-type is not specified, Shares assigns permissions to all groups with group_name.
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Valid permissions are:

« browse_permission

« download_permission

« upload_permission

« mkdir_permission

- delete_permission

« rename_permission

- content_availability_permission
- manage_permission

For example:

# ./run rake data:group:share_permissions -- --group_name groupl --share_name sharel
--upload_permission true --mkdir_permission true

Export Share Name and Associated Directory

# ./run rake data:share:export -- --path path/to/file
For example:
# ./run rake data:share:export -- --path /tmp/share_export.txt

Configure Nodes With Rake Tasks

Use rake tasks to create, modify, and delete nodes.
Rake tasks must be run from the Shares shell, as described in the following steps:

1. Go to the shares folder:
# cd /opt/aspera/shares/u/shares/bin
2. Test that your rake tasks are working correctly.

# ./run rake -T

Options
When running the create and update tasks, you can add the following options to your command to set
values different from the defaults:

Option Default
--port port 9092
--ssl true or_false true
--verify_ssl true or_false false
--timeout seconds 30

- -open_timeout seconds 10

Create Node

# ./run rake data:node:create -- --name name --host host --api_username api_username --
api_password [--options value
api_password [--options]
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For example:

# ./run rake data:node:create -- --name local_node --host localhost --api_username node_user
--api_password sxxkkkkkx

Note: You must create a node user and password to finish creating the new node. See IBM Aspera
Enterprise Server Admin Guide: Setting up Node Users for instructions on how to create a node user.

Modify Node

# ./run rake data:node:update -- --name name [--options]
For example:

# ./xrun rake data:node:update -- --name local_node

Delete Node

# ./run rake data:node:delete -- --name name
For example:
# ./run rake data:node:delete -- --name local_node

Configure Server Settings With Rake Tasks

Use rake tasks to add or configure LDAP settings, and to configuer web server settings and SMTP server
settings.

Rake tasks must be run from the Shares shell, as described in the following steps:

1. Go to the shares folder:
# cd /opt/aspera/shares/u/shares/bin
2. Test that your rake tasks are working correctly.

# ./run rake -T

Tip: Square brackets in usage statements denote optional arguments and do not need to be included
when running the commands.

Add or Configure LDAP

# ./run rake data:ldap_config -- --directory_type directory_type --name name [--description
description]
--host host --port port [--base_dn base_dn] --authentication_method authentication_method
[--username username --password password --encryption encryption]

Where acceptable directory types are:

« ActiveDirectory

e OpenDirectory

e FedoraDirectoryServer

« OpenLdap

Where acceptable authentication methods are:

e anonymous

- simple (Simple bind requires a username and a password.)
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Where acceptable encryption types are:

« unencrypted

- simple_tls

Note: Encryption is, by default, set to unencrypted.

For example:

# ./run rake data:ldap_config -- --directory_type ActiveDirectory --name dest_dir
--host ldap.aspera.us --port 1234 --base_dn OU=AsperaDirectory,DC=aspera,DC=asperasoft,DC=com
--authentication_method simple --username johndoe --password ***xxxx** --encryption simple_tls

Configure Manager UI and API Permissions

Admins can allow managers to administer users and groups through the Shares UI, through the Shares
API, or both, using the following rake task:

# ./run rake data:manager_config -- --UI true/false --API true/false

For more information on manager permissions, see “Configuring Manager Permissions” on page 17.

Configure Host, Port, and TLS

# ./run rake data:web_server -- --host host --port port --tls tls

For example:

# ./run rake data:web_server -- --host shares.example.com --port 1234 --tls true
Configure SMTP Server

# ./run rake data:smtp_server -- --server server --port port --domain domain --tls tls --

username

username --password password --from from
For example:

# ./run rake data:smtp_server -- --server smtp2.example.com --port 25 --domain example.com --
tls 1 --username
admin --password *****x*x*x*x --from server@shares.example.com

Note: The first time this task is run, the task creates requires an entry for all options. Afterward, running
the task again only modifies the specified options, leaving non-specified fields the same.

Configure Custom Logo

# ./run rake data:logo:set -- --path /path/to/file
For example:
# ./run rake data:logo:set -- --path /temp/aspera_logo.jpg

Configuring MySQL Server

Open a MySQL Prompt
To open a MySQL client prompt, run the following command:

# /opt/aspera/shares/bin/run mysql
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Using Another MySQL Server After Installation

To use another MySQL server after rpm installation has occurred, you must update .my.cnf files and

application configuration files.

1. Update the .my.cnf files with your MySQL server information in each of the following locations:

- /opt/aspera/shares/.my.cnf

- /opt/aspera/shares/u/shares/.my.cnf

- /opt/aspera/shares/u/stats-collector/.my.cnf
2. Update the Shares application config file. .

Open /opt/aspera/shares/u/shares/config/database.yml and fill in your MySQL server
information (username, password, host, and port).

production:
database: shares

username: "mysql_username'
password: "mysql_password"

host: ip_address
port: port_number
encoding: utf8
reconnect: false
pool: 5

production_stats_collector:

database: stats_collector
username: "mysql_username'
password: "mysql_password"

host: ip_address
port: port_number
encoding: utf8
reconnect: false
pool: 5

3. Update the stats collector configuration file..

Open /opt/aspera/shares/u/stats-collector/etc/persistence.xml and fillin your
MySOQL server information (username, password, host, and port).

<!-- connection URL: jdbc

stats_collector"/>

<property name="hibernate.
<property name="hibernate.

4. Restart all services.

:mysql://HOST:PORT/DATABASE -->
<property name="hibernate.

connection.url" value="jdbc:mysql://ip_address:port_number/

connection.username" value="mysql_username"/>
connection.password" value="mysql_password"/>

i# service aspera-shares restart

5. Disable the built-in MySQL server.

To stop the built-in MySQL from running, you must remove it from the runlevels that include it. Run the

following commands:

# rm /opt/aspera/shares/etc/runit/runlevels/setup/mysqld
# rm /opt/aspera/shares/etc/runit/runlevels/up/mysqld

Changing the Built-in MySQL Port
Edit the my.cnf file to change the built-in MySQL port.

1. Open /opt/aspera/shares/etc/my.cnf

2. Inthe [mysqld] section, change the value for port.
For example, to change to port 12345, add the following line in my . cnt:

[mysqld]
port = 12345
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Backing Up and Restoring the Database

Backing Up Shares and the Database

Aspera recommends backing up Shares and the MySQL database before any major changes to your
Shares installation, such as installing a patch or upgrading to a newer version of Shares.

Note: The Shares web application and the nginx service are still available when performing a backup.

1. Run the following script as a root user.
The script stops Shares services, backs up all necessary files, and restarts Shares.

# /opt/aspera/shares/u/setup/bin/backup /backup_dir

Note: The rake task runs as an unprivileged user. Ensure ensure the destination directory is writable by
all users. Aspera recommends using /tmp.

For example:

# /opt/aspera/shares/u/setup/bin/backup /tmp

Creating backup directory /tmp/20130627025459 ...
Checking status of aspera-shares ...

Status is running

mysqld is alive

Backing up the Shares database and config files ...
Backing up the SSL certificates ...

Done

2. Make a note of the ID of the created backup directory for future use. In the above example:
20130627025459.

For instructions on how to restore a backup of Shares, see “Restoring Shares from a Backup” on page
73.

Restoring Shares from a Backup

The following instructions assume you have a Shares backup. For instructions on backing up Shares, see
“Backing Up Shares and the Database” on page 73.

Note: If you are restoring Shares on a new installation, make sure your MySQL password on the new
installation matches the password of the backed up MySQL database.

1. Stop Shares services.

Run the following script as root. The script stops Shares services, restores Shares data, and restarts
Shares. You cannot use this procedure with earlier versions of Shares.

# /opt/aspera/shares/u/setup/bin/restore /your_backup_dir/backup_id

For example, using the ID of the example directory generated in “Backing Up Shares and the
Database” on page 73.

# /opt/aspera/shares/u/setup/bin/restore /tmp/20130627025459
The Terminal returns the following information:

Checking status of aspera-shares ...

Status is running

mysqld is alive

Restoring the Shares database and config files ...
Migrating the Shares database ...

Initializing the Shares database ...

Configuring the stats collector to poll all nodes ...
Restoring the SSL certificates ...

Done

2. Update the restored Shares to retrieve information from the new stats collector database.
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# /opt/aspera/shares/u/shares/bin/run mysql -e 'delete from transfer_reporters'

Tip: Shares does not currently back up the stats collector database. You must perform this step to
enable transfer notification emails.

Troubleshooting Shares

Create a Shares Admin or Reset Admin Password

To create a Shares admin or reset the password of an existing Shares admin, run the following command
as the root user.

$ /opt/aspera/shares/u/shares/bin/run rake aspera:admin NAME="username" PASSWORD="password"
EMAIL="email_address"

Restart Shares Services

Some troubleshooting fixes may require that you stop, start, or restart one or more Shares services.

Restarting All Shares Services

# service aspera-shares restart

Restarting Individual Services

Restart a service:
# /opt/aspera/shares/sbhin/sv restart command_service
For example, to start and stop the stats-collector command service, run the following command:

# /opt/aspera/shares/sbin/sv restart stats-collector

Note: Command services support all sv commands including stop, start, and restart.
Command services include:

- crond

« mysqld

e nginx

« shares-background-0
- stats-collector

Tip: The shares-background-0 command service runs scheduled jobs in queue, such as sending emails.

Fixing Services Not Running After Upgrading Shares

After an upgrade, it may seem that only MySQL is running and the other services are missing. The problem
may be that an error during the upgrade left Shares in the "setup" runlevel instead of the "up" runlevel. To
fix the problem, you need to change the current runlevel to be the "up" runlevel.

Important: Do not add symlinks to /opt/aspera/shares/etc/runitrunlevels/setup.

Run the following command:

# /opt/aspera/shares/sbin/runsvchdir up

Shares is now at the "up" runlevel and the other services should now work.
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Clearing Unresponsive Background Jobs

If IBM Aspera Shares background jobs are not responding, they can be cleared using the command line.
1. Clear background jobs in MySQL.
# [opt/aspera/shares/bin/xrun mysql -e "delete from shares.delayed_jobs;"

2. Restart Aspera background jobs.

# /opt/aspera/shares/shin/sv restart shares-background-default-0

Gathering and Zipping All Logs for Support

Aspera Technical Support often requires system logs to help troubleshoot errors. The following

instructions describe how to gather the logs created by IBM Aspera Shares, background processes, and
stats collector into a .zip file that can be sent to IBM Aspera Support:

Run the following command in one line:

# tar czvf /tmp/shares-logs-backup- date "+%Y-%m-%d-%H-%M-%S"" .tar.gz \
/opt/aspera/shares/u/shares/log/production.log* \
/opt/aspera/shares/var/log/shares-background-*/current \
/opt/aspera/shares/var/log/shares-background-*/*.s \
/opt/aspera/shares/u/stats-collector/logs/statscollector.xlog* \

’

Disabling SELinux

SELinux (Security-Enhanced Linux), an access-control implementation, can prevent web UI access.
To disable SELinux:

1. Open the SELinux configuration file: /etc/selinux/config.
2. Locate the following line:

SELINUX=enforcing
3. Change the value to disabled:
SELINUX=disabled

Save your changes and close the file.

4. On the next reboot, SELinux is permanently disabled. To dynamically disable it before the reboot, run
the following command:

i# setenforce 0

Resetting the Stats Collector Database

Stats Collector is responsible for keeping track of transfer status and statistics, which can thus affect
things such as notifications and reporting. When there are issues with the Stats Collector database for

Shares, such as tables not being updated, corrupted entries or other database-specific errors, reset the
database to get the system running again.

1. Stop the Stats Collector.

# /opt/aspera/shares/sbin/sv stop stats-collector

2. Back up the Shares database:

# /opt/aspera/shares/u/setup/bin/backup backup_dir

3. Re-create the Stats Collector database.
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# /opt/aspera/shares/u/stats-collector/bin/aspera-stats-collector-init.sh admin db-recreate
--quiet

4. Restart the Stats Collector database.
# /opt/aspera/shares/sbin/sv start stats-collector
5. Regenerate the keys and wait for the public key to be added to the database:

# /opt/aspera/shares/u/stats-collector/bin/aspera-stats-collector-init.sh admin regenerate-
keys

6. Reset the iteration sequence number to O for re-polling all transfers and re-add all nodes:

# /opt/aspera/shares/u/shares/bin/run mysql -e 'update shares.transfer_reporters set
sequence_number = 0'

# /opt/aspera/shares/u/shares/bin/run rake aspera:stats_collector:add_all_nodes

Appendix

Updating the License

1. Select Admin > Other > License.
2. Select Change license. Paste your license key and click Save.

After entering a valid license, Shares displays your Expiration Date and the Max Users allowed by your
license.

Note: A new user may only log in if the number of users active in the last hour is less than the max
number of users.

Checking for SSH Issues

Aspera recommends that you review your SSH log periodically for signs of a potential attack. Locate and
open your syslog, for example, /var/log/auth.logor /var/log/secuzre. Depending on your system
configuration, syslog's path and file name may vary.

Look for invalid users in the log, especially a series of login attempts with common user names from the
same address, usually in alphabetical order. For example:

Méi 10 18:48:02 sku sshd[1496]: Failed password for invalid user alex from 1.2.3.4 port 1585
ssh2
Mé£ 14 23:25:52 sku sshd[1496]: Failed password for invalid user alice from 1.2.3.4 port 1585
ssh2

If you have identified attacks:

« Check the SSH security settings.
« Report attackers to your ISP's abuse email, for example, abuse@youxr-isp.

Using Another MySQL Server During Installation

When installing the .rpm, a message is printed describing how to use another mysql server. The message
is:

To use a remote MySQL server and disable the local MySQL server,
add the connection information to this file:

/opt/aspera/shares/etc/my.cnf.setup

The default contents of my.cnf.setup are:

76 1BM Aspera Shares 1.10



[client]

user = root
password =

host = localhost
port = 4406

Update the contents of my.cnf.setup with your MySQL server information.

If you set a password in my.cnf.setup, then the install script assumes an already configured MySQL server
is available, and uses the values in my.cnf.setup. Additionally, the built-in MySQL server is disabled.

Adding a Dedicated CA File to Verify a Node SSL Certificate

When trying to add a node with signed SSL certificates to Shares, selecting the Verify SSL Certificate
option may result in a failure to add the node if the node's SSL certificate is not recognized by the
Certifcate Authority (CA). Shares displays the following error message at the top of the page when you try
to add the node: "Status: Not pingable. Internal error. (Error-35)".You can resolve this
error in one of two ways:

- Ifthe node is using the default self-signed SSL certificate provided by Aspera, the certificate is not
recognized by any CA. You must clear Verify SSL Certificate option.

« If the node is using a signed SSL certificate, you must add to Shares a dedicated CA that recognizes the
certificate.

The following instructions describe how to add to Shares a dedicated CA that recognizes the node SSL
certificate.

1. Add the dedicated CA file to the following location:
/opt/aspera/shares/etc/openssl/certs
2. Run the following script:

# /opt/aspera/shares/bin/c_xrehash

Changing Nginx Ports

1. Edit the IBM Aspera Shares nginx.config file.
/opt/aspera/shares/etc/nginx/nginx.conf.

2. Update the HTTP and HTTPS server blocks with your desired ports.
These are the default settings for the two server blocks:

server %
listen 80;
listen [::]:80;
return 301 https://$host$request_uri;

server %
listen 443;
listen [::]:443;

ssl on;

[...]
¥

Update the values of the listen and rewrite directives with the desired ports (for example, 9080 and
9443).

server f§

listen 9080;

listen [::]:9080;

return 301 https://$host:9443%$request_uri;
3
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server §
listen 9443;
listen [::]:9443;
ssl on;

Loool
¥

3. Update passengexr_pre_start directive with the new port.
/opt/aspera/shares/etc/nginx/conf.d/shares-pre-start.cont
Update the passenger_pre_start with your desired port. For example:

passenger_pre_start https://example.com:9443/;

Note: In versions older than 1.8, the passenger_pre_start directive is in the main nginx.conf
file.
4. Reload the nginx.config file with the following command:

# /opt/aspera/shares/sbin/nginx -s reload

Disabling IPv6 Support in Shares

By default, the Nginx web server in Shares is configured to listen on IPv6 ports in addition to the standard
IPv4 ports. If your operating system does not support IPv6, Nginx is unable to start and Shares fails to
load for your users. To disable IPv6 support in Shares, you must edit the nginx. conf configuration file.

1. Edit the nginx.conf configuration file, located at:
/opt/aspera/shares/etc/nginx/nginx.conf
2. Inthe sexrver sections, comment out the following lines:

listen [::]:80;

listen [::]:443;
After making the changes, your nginx.conf server sections may look like the following example:

server §
listen 80;
# listen [::]1:80;

return ~ 301 https://$host$request_uri;

server f§
listen 443;
# listen [::]:443;

ssl on;

[...]
¥

3. Save your changes.
4. Reload the nginx. conf file with the following command:

# /opt/aspera/shares/sbin/nginx -s reload

5. Test your changes. Try to access Shares by entering an IPv6 address in the browser.

Installing and Hosting Shares and Console on the Same Host
Download the following products from Aspera:

« IBM Aspera Console
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« IBM Aspera Common Applications
- IBM Aspera Shares

Important: You must install IBM Aspera Console before you install IBM Aspera Shares. For more
information on installing Console, see the IBM Aspera Console Admin Guide.

1. Install the shares.rpm, but do not run the install script.
2. Editthe my.cnf.setup file located at:

/opt/aspera/shares/etc/my.cnf.setup

Insert the MySQL username and password that you used during the install of Console and set host to

127.0.0.1.
[client]
user = mysql_username
password = mysql_password
host = 127.0.0.1
port = 4406

3. Run the Shares installer.
# /opt/aspera/shares/u/setup/bin/install
4. Disable the Apache Web Server.

# asctl apache:stop
# asctl apache:disable

5. Create a symlink to a file located at /opt/aspera/shares/etc/nginx/locations-enabled/
console.

# 1n -s ../locations-available/console /opt/aspera/shares/etc/nginx/locations-enabled/
6. Restart the Nginx service.

# service aspera-shares restart

Installing and Hosting Shares and Faspex on the Same Host

Download the following products from Aspera.

- IBM Aspera Enterprise Server or IBM Aspera Connect Server
« IBM Aspera Common Applications

« IBM Aspera Faspex

- IBM Aspera Shares

Important: You must install IBM Aspera Faspex before you install IBM Aspera Shares. For more
information on installing Faspex, see the IBM Aspera Faspex Admin Guide.

1. Install the shares.rpm, but do not run the install script.
2. Editthe my.cnf.setup file located at:

/opt/aspera/shares/etc/my.cnf.setup

Insert the MySQL username and password that you used during the install of Faspex and set host to

127.0.0.1.
[client]
user = mysqgl_username
password = mysql_password
host = 127.0.0.1
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port = 4406

3. Run the Shares installer.

# /opt/aspera/shares/u/setup/bin/install
4. Disable the Apache Web Server.

# asctl apache:stop
# asctl apache:disable

5. Create a symlink to a file located at /opt/aspera/shares/etc/nginx/locations-enabled/
faspex.

# 1n -s ../locations-available/faspex /opt/aspera/shares/etc/nginx/locations-enabled/

6. Restart the Nginx service.

# service aspera-shares restart

Shares API Permissions

Aspera products such as Drive and HSTS have integrated capabilities for working with IBM Aspera Shares.
Such products interact with Shares using the API. To allow the API to correctly access users shares,
configure permissions as described below.

1. Allow API login.

For each Shares user, ensure that the API Login check box is checked under the Security tab. This
permission is enabled by default whenever new users are created.

2. Create shares and authorize users for each share.
The table below describes the mapping between API permissions and Shares permissions.

API Permission Shares Permissions that should be Enabled
View browse and download

Edit upload, rename, mkdir

Delete delete

Aspera Ecosystem Security Best Practices

Your Aspera applications can be configured to maximize system and content security. The following
sections describe the recommended settings and practices that best protect your content when using
IBM Aspera High-Speed Transfer Server and IBM aspera High-Speed Transfer Endpoint, IBM Aspera
Faspex,IBM Aspera Shares, and IBM Aspera Console.

Contents
Securing the Systems that Run Aspera Software
Securing the Aspera Application

Securing Content in your Workflow

Securing the Systems that Run Aspera Software

The systems that run Aspera software can be secured by keeping them up to date, by applying security
fixes, and by configuring them using the recommended settings.

Updates

80 IBM Aspera Shares 1.10




Aspera continually improves the built-in security of its products, as do the producers of third-party
components used by Aspera, such as Apache, Nginx, and OpenSSH. One of the first lines of defense is
keeping your products up to date to ensure that you are using versions with the latest security upgrades:

- Keep your operating system up to date.
« Keep your Aspera products up to date.

« If using, keep OpenSSH up to date. The server security instructions require that OpenSSH 4.4 or newer
(Aspera recommends 5.2 or newer) is installed on your system in order to use the Match directive.
Match allows you to selectively override certain configuration options when specific criteria (based on
user, group, hostname, or address) are met.

- If you are using the HSTS web UI, keep Apache server up to date.
Security Fixes

Rarely, security vulnerabilities are detected in the operating systems and third-party components that are
used by Aspera. Aspera publishes security bulletins immediately that describe the affected products and
recommended remediation steps.

Security Configuration

Recommended security settings vary depending on the products you are using and how they interact. See
the following subsections for your Aspera products.

HSTS
1. Configure your SSH Server.
Aspera recommends that you:

» Open TCP/33001 and keep TCP/22 open until users are notified that they should switch to TCP/
33001.

« Once users are notified, block TCP/22 and allow traffic only on TCP/33001.
The following steps open TCP/33001 and block TCP/22.
a) Open the SSH configuration file.

/etc/ssh/sshd_config

If you do not have an existing configuration for OpenSSH, or need to update an existing one, Aspera
recommends the following reference: https://wiki.mozilla.org/Security/Guidelines/OpenSSH.

b) Change the SSH port from TCP/22 to TCP/33001.
Add TCP/33001 and comment out TCP/22 to match the following example:

{#Port 22
Port 33001

HSTS admins must also update the SshPoxt value in the <WEB. . . > section of aspera.cont.

Once this setting takes effect:
 Aspera clients must set the TCP port to 33001 when creating connections in the GUI or specify
=P 33001 for command line transfers.
« Server administrators should use ssh -p 33001 to access the server through SSH.
c¢) Disable non-admin SSH tunneling.

SSH tunneling can be used to circumvent firewalls and access sensitive areas of your company's
network. Add the following lines to the end of sshd_config (or modify them if they already exist)
to disable SSH tunneling:

AllowTcpForwarding no
Match Group root
AllowTcpForwarding yes
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Depending on your sshd_config file, you might have additional instances of
AllowTCPForwarding that are set to the default Yes. Review your sshd_config file for other
instances and disable if necessary.

Disabling TCP forwarding does not improve security unless users are also denied shell access,
because with shell access they can still install their own forwarders. Aspera recommends assigning
users to aspshell, described in the following section.

d) Disable password authentication and enable public key authentication.
Public key authentication provides a stronger authentication method than passwords, and can
prevent brute-force SSH attacks if all password-based authentication methods are disabled.
Important: Before proceeding:
« Create a public key and associate it with a transfer user, otherwise clients have no way of
connecting to the server.

« Configure at least one non-root, non-transfer user with a public key to use to manage the server.
This is because in the following steps, root login is disabled and transfer users are restricted
to aspshell, which does not allow interactive login. This user and public key is what you use to
access and manage the server as an administrator.

Add or uncomment PubkeyAuthentication yes and comment out
PasswordAuthentication yes:

PubkeyAuthentication yes
#PasswordAuthentication yes
PasswordAuthentication no

Note: If you choose to leave password authentication enabled, be sure to advise account creators
to use strong passwords and set PexrmitEmptyPasswozrds to "no".

PermitEmptyPasswords no
e) Disable root login.

CAUTION: This step disables root access. Make sure that you have at least one user account
with sudo privileges before continuing, otherwise you may not have access to administer
your server.

Comment out PermitRootLogin yes and add PermitRootLogin No:

#PermitRootLogin yes
PermitRootLogin no

f) Restart the SSH server to apply new settings. Restarting your SSH server does not affect currently
connected users.

# systemctl restart sshd.service
or for Linux systems that use init.d:
# service sshd restart

g) Review your logs periodically for attacks.

For information on identifying attacks, see IBM Aspera IBM Aspera High-Speed Transfer Server
Admin Guide: Securing Your SSH Server.

2. Configure your server's firewall to permit inbound access to only Aspera-required ports.

Aspera requires inbound access on the following ports:

« For SSH connections that are used to set up connections, TCP/33001.
« For FASP transfers, UDP/33001.
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« If you use HTTP and HTTPS fallback with HSTS, TCP/8080 and TCP/8443. If you only use HTTPS,
only open TCP/8443.

« If your clients access the HSTS web UI, TCP/80 (for HTTP) or TCP/443 (for HTTPS).
. For HSTS, require strong TLS connections to the web server.

TLS 1.0 and TLS 1.1 are vulnerable to attack. Run the following command to require that the client's
SSL security protocol be TLS version 1.2 or higher:

# /opt/aspera/bin/asconfigurator -x "set_server_data;ssl_protocol,tlsvi.2"

. If asperanoded is exposed to internet traffic, run it behind a reverse proxy.

If your Aspera server must expose asperanoded to the internet, such as when setting it up as a IBM
Aspera on Cloud (AoC) node, Aspera strongly recommends protecting it with a reverse proxy. Normally,
asperanoded runs on port 9092, but nodes that are added to AoC must have asperanoded run on

port 443, the standard HTTPS port for secure browser access. Configuring a reverse proxy in front of
asperanoded provides additional protection (such as against DOS attacks) and resource handling for
requests to the node's 443 port.

The following instructions describe how to set up Nginx as a reverse proxy and require that you
have valid, CA-signed SSL certificates in . pem format for the server. Other reverse proxies might be
supported on your server.

a) Set up a system user with Node API credentials on your server.
b) Download and install Nginx.
¢) Configure the HTTPS port for asperanoded.

# asconfigurator -x "set_server_data;https_port,9092"

d) Open the Nginx configuration file in a text editor.

Open /etc/nginx/nginx.conf and ensure the following include directive is present in the
http section. If it is not present, add it to the file:

http §

include /etc/nginx/conf.d/*.con%;

e) Create a file named aspera_node_proxy.conf and save it in the following location:
/etc/nginx/conf.d/aspera_node_proxy.conf
f) Paste the following content into aspera_node_proxy.conf:

i
# Aspera configuration - reverse proxy for asperanoded
i
server %
listen 443;
server_name your.servername.com;
ssl_certificate /opt/aspera/etc/aspera_server_cert.pem;
ssl_certificate_key /opt/aspera/etc/aspera_server_key.pem;

ssl on;

ssl_session_cache builtin:1000 shared:SSL:10m;

ssl_protocols TLSv1.2;

ssl_ciphers EECDH+AESGCM:EDH+AESGCM:AES256+EECDH:AES256+EDH;
ssl_prefer_server_ciphers on;

access_log /var/log/nginx/node-api.access.log;

location / §
proxy_pass https://127.0.0.1:9092;
proxy_read_timeout 60;
proxy_redirect https://127.0.0.1:9092 https://your.servername.com;

proxy_set_header Host $host:$server_port;
proxy_set_header X-Real-IP $remote_addr;
proxy_set_header X-Forwarded-For $proxy_add_x_forwarded_for;

proxy_set_header X-Forwarded-Proto $scheme;
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%

Note: Configure SSL ciphers as required. The preceding sample is not configured for backwards
compatibility, and the recommended list of secure ciphers might change. Aspera recommends
reviewing and staying current with the list provided in https://cipherli.st/.

In this configuration, Nginx listens externally on port 443, not 9092. Replace your.servername.com
with your server's domain name.

g) Restart asperanoded.
# systemctl restart asperanoded
or for Linux systems that use init.d:
i# service asperanoded restart
h) Restart Nginx.
# service nginx restart

5. Install Aspera FASP Proxy in a DMZ to isolate your HSTS from the Internet.
For more information, see IBM Aspera FASP Proxy Admin Guide

Faspex and Shares

1. Configure your Faspex or Shares server firewall to allow inbound access to TCP/443, the default HTTPS
port.

2. Faspex and Shares transfer nodes should be configured as described for HSTS.
The transfer user that is used by Faspex and Shares (usually xfexr) must be configured on the node to
only allow transfers with a token:

# asconfigurator -x "set_user_data;user_name,xfer;authorization_transfer_in_value, token"
# asconfigurator -x "set_user_data;user_name,xfer;authorization_transfer_out_value,token"

Set the token encryption key to a string of at least 20 characters:
# asconfigurator -x "set_user_data;user_name,xfer;token_encryption_key,token_string"

Do not use UUIDs for this key because they might not be generated using cryptographically secure
methods.

Console

Configure the firewall of the computer on which Console is installed to only allow Aspera-required
connections to the following ports:

« For HTTP or HTTPS access for the web UI, inbound TCP/80 or TCP/443.
» For SSH connections, outbound TCP/33001 to managed nodes.
For Node API connections, outbound TCP/9092 to managed nodes.

« For connections to legacy nodes (those running HSTS older than 3.4.6), outbound TCP/40001 and
inbound TCP/4406. For security and reliability, Asepra strongly recommends upgrading all nodes to the
latest version.

Securing the Aspera Applications

Your Aspera products can be configured to limit the extent to which users can connect and interact with
the servers. The instructions for Shares 1.9.x and Shares 2.x are slightly different; see the section for your
version.
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HSTS

1. Restrict user permissions with aspshell.

By default, all system users can establish a FASP connection and are only restricted by file
permissions. Restrict the user's file operations by assigning them to use aspshell, which permits
only the following operations:

« Running Aspera uploads and downloads to or from this computer.
- Establishing connections between Aspera clients and servers.
« Browsing, listing, creating, renaming, or deleting contents.

These instructions explain one way to change a user account or active directory user account so that it
uses the aspshell; there may be other ways to do so on your system.

Run the following command to change the user login shell to aspshell.:
# sudo usermod -s /bin/aspshell username

Confirm that the user's shell updated by running the following command and looking for /bin/
aspshell at the end of the output:

# grep username /etc/passwd

Note: If you use OpenSSH, sssd, and Active Directory for authentication: To make aspshell the
default shell for all domain users, first set up a local account for server administration because this
change affects all domain users. Then open /etc/sssd/sssd.conf and change default_shell
from /bin/bashto /bin/aspshell.

2. Restrict Aspera transfer users to a limited part of the server's file system or bucket in object storage.
a) For on-premises servers, set a default docroot to an empty folder, then set a docroot for each user:

# asconfigurator -x "set_node_data;absolute,docroot"
# asconfigurator -x "set_user_data;user_name,username;absolute,docroot"

Replace username with the username and docroot with the directory path to which the user should
have access.

b) For cloud-based servers, set a default restriction to an empty folder, then set a restriction for each
user:

# asconfigurator -x "set_node_data;file_restriction, |storage_path"
# asconfigurator -x "set_user_data;user_name,username;file_restriction, |storage_path"

Replace username with the username and storage_path with the path to which the user has access.
Restriction syntax is specific to the storage:

Storage Type Format Example
local storage file:////*

S3 and IBM Cloud Object Storage s3://*

Swift storage swift//«

Azure storage azu://*

Azure Files azure-files://x
Google Cloud Storage gs://*

Hadoop (HDFS) hdfs://*
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The "|" is a delimiter, and you can add additional restrictions. For example, to restrict the system
user xfertos3://s3.amazonaws.com/bucket_xyz/folder_a/+* and not allow access to key
files, run the following command:

# asconfigurator -x "set_user_data;user_name,xfer;file_restriction,|s3://s3.amazonaws.com/
bucket_xyz/folder_a/*|!*.key"
3. Restrict users' read, write, and browse permissions.

Users are given read, write, and browse permissions to their docroot by default. Change the global
default to deny these permissions:

# asconfigurator -x "set_node_data;read_allowed,false;write_allowed,false;dir_allowed, false"
Run the following commands to enable permissions per user, as required:

# asconfigurator -x "set_user_data;user_name,username;read_allowed,false"
# asconfigurator -x "set_user_data;user_name,username;write_allowed,false"
# asconfigurator -x "set_user_data;user_name,username;dir_allowed,false"

4. Limit transfer permissions to certain users.
Set the default transfer permissions for all users to deny:

# asconfigurator -x "set_node_data;authorization_transfer_in_value,deny"
# asconfigurator -x "set_node_data;authorization_transfer_out_value,deny"

Allow transfers for specific users by running the following commands for each user:

# asconfigurator -x "set_user_data;user_name,username;authorization_transfer_in_value,allow"
# asconfigurator -x "set_user_data;user_name,username;authorization_transfer_out_value,allow"

Note: For a user that is used by Shares or Faspex (usually xfer), allow transfers only with a token by
setting authorization_transfer_{in|out}_value to token.

5. Encrypt transfer authorization tokens.

When a client requests a transfer from a server through an Aspera web application, an authorization
token is generated. Set the encryption key of the token for each user or group on the server:

# asconfigurator -x "set_user_data;user_name,username;token_encryption_key, token_string"
# asconfigurator -x "set_group_data;group_name,groupname;token_encryption_key, token_string"

The token string should be at least 20 random characters.

Note: This is not used to encrypt transfer data, only the authorization token.
6. Require encryption of content in transit.

Your server can be configured to reject transfers that are not encrypted, or that are not encrypted
with a strong enough cipher. Aspera recommends setting an encryption cipher of at least AES-128.
AES-192 and AES-256 are also supported but result in slower transfers. Run the following command
to require encryption:

# asconfigurator -x "set_node_data;transfer_encryption_allowed_cipher,aes-128"

By default, your server is configured to transfer (as a client) using AES-128 encryption. If you require
higher encryption, change this value by running the following command:

# asconfigurator -x "set_client_data;transport_cipher,value"

You can also specify the encryption level in the command line by using -c¢ cipher with ascp and
async transfers. ascp4 transfers use AES-128 encryption.

7. Configure SSH fingerprinting for HSTS.

For transfers initiated by a web application (such as Faspex, Shares, or Console), the client browser
sends the transfer request to the web application server over an HTTPS connection. The web
application requests a transfer token from the target server. The transfer is executed over a UDP
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connection directly between the client and the target server and is authorized by the transfer
token. Prior to initiating the transfer, the client can verify the server's authenticity to prevent server
impersonation and man-in-the-middle (MITM) attacks.

To verify the authenticity of the transfer server, the web application passes the client a trusted SSH
host key fingerprint of the transfer server. The client confirms the server's authenticity by comparing
the server's fingerprint with the trusted fingerprint. In order to do this, the host key fingerprint or path
must be set in the server's aspera.cont.

Note: Server SSL certificate validation (HTTPS) is enforced if a fingerprint is specified in aspera.conf
and HTTP fallback is enabled. If the transfer "falls back" to HTTP and the server has a self-signed
certificate, validation fails. The client requires a properly signed certificate.

If you set the host key path, the fingerprint is automatically extracted from the key file and you do not
extract it manually.

Retreiving and setting the host key fingerprint:

a) Retrieve the server's SHA-1 fingerprint.
# cat /etc/ssh/ssh_host_rsa_key.pub | awk 'fprint $2%}' | base64 -d | shalsum

b) Set the SSH host key fingerprint in aspera.conf. (Go to the next step to set the host key path
instead).

# asconfigurator -x "set_server_data;ssh_host_key_fingerprint, fingerprint"

This command creates a line similar to the following example of the <server> section of
aspera.cont:

<ssh_host_key_fingerprint>7qdOwebGGeDeN7Wv+2dP3HmWEP3
</ssh_host_key_fingerprint>

c) Restart the node service to activate your changes.

Run the following commands to restart asperanoded:
# systemctl restart asperanoded
or for Linux systems that use init.d:

# service asperanoded restart

Setting the host key path: To set the SSH host key path instead of the fingerprint, from which the
fingerprint will be extracted automatically, run the following command:

# asconfigurator -x "set_server_data;ssh_host_key_path,ssh_key_filepath"
This command creates a line similar to the following in the <sexrver> section of aspera.cont:

<ssh_host_key_path>/etc/ssh/ssh_host_rsa_key.pub
</ssh_host_key_path>

Restart the node service to activate your changes, as described for "Retreiving and setting the host key
fingerprint".

. Install properly signed SSL certificates.

Though your Aspera server automatically generates self-signed certificates, Aspera recommends
installing valid, signed certificates. These are required for some applications.

Faspex

Many of the settings for Faspex are the same as for HSTS, including SSH server configuration,
firewall settings, and signed SSL certificate installation. The following recommendations augment or are
additional to the recommendations described for HSTS.
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1. Restrict transfers by all users except "faspex".

If your system is a dedicated Faspex server - the HSTS installed as part of your Faspex installation is
used only for Faspex transfers - prohibit transfers by all users except "faspex". If you have not already,
deny transfers globally by default:

# asconfigurator -x "set_node_data;authorization_transfer_in_value,deny"
# asconfigurator -x "set_node_data;authorization_transfer_out_value,deny"

Allow transfers for "faspex" by running the following commands:

# asconfigurator -x "set_user_data;user_name,faspex;authorization_transfer_in_value, token"
# asconfigurator -x "set_user_data;user_name,faspex;authorization_transfer_out_value, token"

2. Configure the Nginx server to allow only strong TLS.

The default configuration of Faspex has TLS 1.0, 1.1 and 1.2 enabled. Older browsers require the older
and less secure versions (TLS 1.0 and 1.1). You can disable support for older browsers by removing
TLS 1.0 and TLS 1.1 from the configuration.

a) Open the Nginx configuration file on the Shares server for editing;:
/opt/aspera/common/apache/conf/extra/httpd-ssl.conf
b) Locate the following line:

SSLProtocol ALL -SSLv2 -SSLv3

c) Replace the line with the following and save your change:
SSLProtocol TLSv1.2

d) Restart Apache to activate your change:
# asctl apache:restart

3. Limit admin logins to those from known IP addresses.

Faspex admins have the ability to execute post-processing scripts on the server. If an admin account is
compromised, this capability can be a serious threat to your server's security. You can add additional
protection by allowing admin logins from only specific IP addresses.

a) In the Faspex UI, go to Accounts and select the admin account.

b) In the Permissions section, locate the Allowed IP addresses for login field and enter the IP
addresses or IP address range to allow.

c¢) Click Save to activate your changes.
4. Configure Faspex account security settings.

Go to Server > Configuration > Security and set the following global default configurations in the
Faspex accounts section, then edit configurations for individual users, as needed:

a) Set a non-zero session timeout.

b) Lock users out after five failed login attempts within five minutes.
¢) Enable Prevent concurrent login.

d) Set a password expiration interval of 30 days.

e) Prevent reuse of the last three passwords and require strong passwords.
f) Set Keep user directory private to Yes.

g) Disable Allow all users to send to all other Faspex users.

h) Disable Users can see global distribution lists.
i) Disable Ignore invalid recipients.
j) Disable Allow users to change their email address.

Stay in Server > Configuration > Security for the next step.

5. Configure Faspex account registration settings.
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In Server > Configuration > Security, set the following configurations in the Registrations section:

a) Set Self-registration to None.

When self-registration is enabled, it can be used to find out whether a certain account exists on the
server. That is, if you attempt to self-register a duplicate account, you receive a prompt stating that
the user already exists.

b) Select Require external users to register.
By requiring external users to register, you can better track their Faspex activity.
Stay in Server > Configuration > Security for the next step.
6. Configure outside email address settings.

In Server > Configuration > Security, set the following global default configurations in the Outside
email addresses section, then edit configurations for individual users, as needed:

a) Disable Allow inviting external senders.
b) Enable Invitation link expires and set an expiration policy.
c) Disable Allow public submission URLs.
d) Disable Allow sending to external email addresses.
e) Set a package link expiration.
f) Disable Allow external packages to Faspex users.
Stay in Server > Configuration > Security for the next step.
7. Configure Faspex encryption.
In Server > Configuration > Security, set the following configurations in the Encryption section:
a) Enable Encrypt transfers.
b) If possible in your work flow, set Use encryption-at-rest to Always.
See the next section, "Securing Content in your Workflow," for information about encryption at rest.
c) Disable Allow dropboxes to have their own encryption settings.

8. Click Update when you have completed updating settings on the Security page to activate your
changes.

9. Hide your server's IP address from email notifications.

If Faspex is configured to identify itself by IP address (rather than by domain name), then the URLs
in your notification emails contain your IP address (for example, "https://10.0.0.1/aspera/faspex").
Configure an alternate IP address or domain name for users who are external to your organization.

a) Go to Server > Configuration > Web Server.

b) Select Enable alternate address then click Add alternate address.

c) Enter the address name and description, and select Show in emails.

d) Click Update to activate your change.

e) Customize your email notification templates to use the alternate address.
Go to Server > Notifications.

Shares

The Shares server and its nodes should be secured as described for HSTS, including SSH server
configuration, firewall settings, and valid, signed SSL certificate installation. You can also secure the
Shares application and its network of nodes by restricting user permissions. Set the following settings
globally, then edit the settings for specific users and groups.

1. Configure Shares security settings.
On the Admin page, click User Security and set the following:
a) Set a non-zero session timeout.
b) Require strong passwords.
c) Set a password expiration interval of 30 days.
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d) Lock users out after five failed login attempts within five minutes.

e) Do not allow self registration by setting Self Registration to None.
2. When setting up the email server (Admin > SMTP), select Use TLS if available.
3. Configure the Nginx server to allow only strong TLS.

The default configuration of Shares has TLS 1.0, 1.1 and 1.2 enabled. Older browsers require the older
and less secure versions (TLS 1.0 and 1.1). You can disable support for older browsers by removing
TLS 1.0 and TLS 1.1 from the configuration.

a) Open the Nginx configuration file on the Shares server for editing:
/opt/aspera/shares/etc/nginx/nginx.conf
b) Delete TLSv1 and TLSv1.1 from the following line:

ssl_protocols TLSv1l TLSv1l.1 TLSv1.2;

4. Configure secure transfer settings.

Go to System Settings > Transfers and set the following;:

a) Require a minimum Connect version of 3.6.1.

b) For Encryption, select AES-128.

c) If possible in your workflow, set Encryption at Rest to Required.

See the next section, "Securing Content in your Workflow," for information about encryption at rest.

5. Go to System Settings > Web Server and select Enable SSL/TLS.

This setting requires that the Shares server has a valid, signed SSL certificate.
6. When adding new users to Shares, disable API Login if users do not need to use the Shares API.

The Shares API is used by clients connecting through IBM Aspera Drive and IBM Aspera Command-
Line Interface

7. When adding nodes to Shares, select Use SSL (required by Shares) and Verify SSL (requires that the
node has a valid, signed SSL certificate).

8. When authorizing a user or group to a share (share_name > Authorizations), set the minimum
permissions required based on their Shares use.

Shares 2.x

The Shares 2.x server and its nodes should be secured as described for HSTS, including configuring the
SSH server, firewall settings, and installing valid, signed SSL certificates. You can also secure the Share
application and its network of nodes by restricting user permissions. Set the following settings globally
and then edit the settings for specific users, groups, and administrators.

1. Configure Shares security settings.
Go to System Administration > Configuration > User Security and set the following:
a) Set a non-zero session timeout.
b) Set an access token lifetime of 8 hours.
¢) Enable refreshing of expired access tokens, with a lifetime of 7 days.
Go to System Administration > Configuration > Local User Security and set the following:
a) Require strong passwords.
b) Set a password expiration interval of 30 days.
c¢) Lock users out after five failed login attempts within five minutes.
d) Prevent reuse of the last three passwords and require strong passwords.

2. When setting up the email server (System Administration > Configuration > SMTP), select Use TLS if
available.

3. Configure secure transfer settings.
Go to System Administration > Configuration > Transfers and set the following:
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a) Require a minimum Connect version of 3.6.1.
b) For Encryption, select AES-128 (or higher, if needed).
c¢) If possible in your workflow, set Encryption at Rest to Yes.
See the next section, "Securing Content in your Workflow," for information about encryption at rest.
4. Go to System Administration > Configuration > Web Server and select Enable SSL/TLS.
This setting requires that the Shares server has a valid, signed SSL certificate.
5. Configure the Nginx server to allow only strong TLS.

The default configuration of Shares has TLS 1.0, 1.1 and 1.2 enabled. Older browsers require the older
and less secure versions (TLS 1.0 and 1.1). You can disable support for older browsers by removing
TLS 1.0 and TLS 1.1 from the configuration.

a) Open the Nginx configuration file on the Shares server for editing;:
/opt/aspera/shares/etc/nginx/nginx.conf
b) Delete TLSv1 and TLSv1.1 from the following line:
ssl_protocols TLSvl TLSv1l.1 TLSv1.2;
6. When adding nodes to Shares, select Use SSL (required by Shares) and Verify SSL (requires that the

node has a valid, signed SSL certificate).

7. When authorizing a user or group to a share, set the minimum permissions required based on their
Shares use.

Console

Console nodes should be secured as described for HSTS, including SSH server configuration, firewall
settings, and valid, signed SSL certificate installation. If possible for your workflow, limit Console and its
nodes to your internal network.

You can also secure the Console application and its network of nodes by restricting user permissions:

1. Configure secure Console defaults.
Go to Configuration > Defaults and set the following:

a) In the drop-down menu for Default SSH encryption, select a default SSH encryption algorithm of
at least AES-128 for non-Console nodes.

b) For Transport Encryption, select AES-128.

c) Disable Smart Transfer Sharing.

d) Set a non-zero session timeout.

e) Lock users out after five failed login attempts within five minutes.
f) Enable Prevent concurrent login.

g) Enable Suppress logging of transfer tokens to prevent tokens from being written to the Console
database.

h) Set a password expiration interval of 30 days.

i) Prevent reuse of the last three passwords and require strong passwords.
2. When setting up the email server (Notifications > Email Server), select Use TLS if available.
3. Restrict Console users' permissions.

a) When creating a new user (Accounts > Users > New User), disable user login until their
permissions are set by clearing Active (allow user to log in). Click permissions and enable only
the permissions that the user requires. Once permissions are configured, allow the user to login by
going to Accounts > Users, clicking the user, and selecting Active (allow user to log in).

b) Assign users to Console Groups with only the required transfer paths and permissions allowed.

Create a group (Accounts > Groups > New Group) and restrict the group's transfers by clicking Add
Transfer Path. Assign specific endpoints to the group's transfer path, rather than Any, which grants
permission to transfer to all nodes. Limit the direction of the path, if the group's workflow allows.
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4. When adding managed and unmanaged nodes, set the SSH port to 33001 and ensure SSH connections
are encrypted with AES-128 or higher.

5. When adding a managed cluster, select Use HTTPS to connect to node and Require signed SSL
certificate.

6. When adding SSH endpoints, use SSH public key authentication rather than password authentication.

The key file on the node should not be a shared key; it should be a "private" key in the specified user
account.

Securing Content in your Workflow

1. If your workflow allows, enable server-side encryption-at-rest (EAR).

When files are uploaded from an Aspera client to the Aspera server, server-side encryption-at-rest
(EAR) saves files on disk in an encrypted state. When downloaded from the server, server-side EAR
first decrypts files automatically, and then the transferred files are written to the client's disk in an

unencrypted state. Server-side EAR provides the following advantages:

It protects files against attackers who might gain access to server-side storage. This is important
primarily when using NAS storage or cloud storage, where the storage can be accessed directly (and
not just through the computer running HSTS).

It is especially suited for cases where the server is used as a temporary location, such as when one
client uploads a file and another client downloads it.

Server-side EAR can be used together with client-side EAR. When used together, content is doubly
encrypted.

Server-side EAR doesn't create an "envelope" as client-side EAR does. The transferred file stays

the same size as the original file. The server stores the metadata necessary for server-side EAR
separately in a file of the same name with the file extension . aspera-meta. By contrast, client-side
EAR creates a envelope file containing both the encrypted contents of the file and the encryption
metadata, and it also changes the name of the file by adding the file extension .aspera-env.)

It works with both regular transfers (FASP) and HTTP fallback transfers.

Limitations and Other Considerations

Server-side EAR is not designed for cases where files need to move in an encrypted state between
multiple computers. For that purpose, client-side EAR is more suitable: files are encrypted when
they first leave the client, then stay encrypted as they move between other computers, and are
decrypted when they reach the final destination and the passphrase is available. See Step 4 of this
section for more information on client-side encryption.

Do not mix server-side EAR and non-EAR files in transfers, which can happen if server-side EAR is
enabled after the server is in use or if multiple users have access to the same area of the file system
but have different EAR configurations. Doing so can cause problems for clients by overwriting files
when downloading or uploading and corrupting metadata.

Server-side EAR does not work with multi-session transfers (using ascp -C or node API
multi_session set to greater than 1) or Watch Folders (versions prior to 3.8.0 that do not support
URI docroots).

To enable server-side EAR:

a) Set users' docroots in URI format (local docroots are prepended with file:///).

# asconfigurator -x "set_user_data;user_name,username;absolute,file:///path"

b) Set the server-side EAR password.

Set a different EAR password for each user:

# asconfigurator -x
"set_user_data;user_name,username;transfer_encryption_content_protection_secret,passphrase"

Important: If the EAR password is lost or aspera.cont is compromised, you cannot access the
data on the server.
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¢) Require content protection and strong passwords.

These settings cause server-side EAR to fail if a password is not given or if a password is not strong
enough. For example, the following asconfigurator command adds both these options for all
users (global):

# asconfigurator -x "set_node_data;transfer_encryption_content_protection_required,true"
# asconfigurator -x "set_node_data;transfer_encryption_content_protection_strong_pass_required,true"

2. Never use "shared" user accounts.

Configure each user as their own Aspera transfer user. Sharing Aspera transfer user account
credentials with multiple users limits user accountability (you cannot determine which of the users
sharing the account performed an action).

3. Use passphrase-protected private keys.
The ssh-keygen tool can protect an existing key or create a new key that is passphrase protected.

If you cannot use private key authentication and use password authentication, use strong passwords
and change them periodically.

4. 1f your workflow allows, require client-side encryption-at-rest (EAR).

Aspera clients can set their transfers to encrypt content in transit and on the server, and the server
can be configured to require client-side EAR. You can combine client-side and server-side EAR, in
which case files are doubly encrypted on the server. Client-side encryption-at-rest is not supported for
ascp4 or async transfers.

Client configuration

The client specifies a password and the files are uploaded to the server with a .aspera-env
extension. Anyone downloading these .aspera-env files must have the password to decrypt them.
Users can enable client-side EAR in the GUI or on the ascp command line.

GUI: Go to Connections > connection_name > Security. Select Encrypt uploaded files with a
password and set the password. Select Decrypt password-protected files downloaded and enter
the password.

Ascp command line: Set the encryption and decryption password as the environment
variable ASPERA_SCP_FILEPASS. For uploads (- -mode=send), use --file-crypt=encrypt. For
downloads (- -mode=recv), use --file-crypt=decrypt.

Note: When a transfer to HSTS falls back to HTTP or HTTPS, client-side EAR is no longer supported. If
HTTP fallback occurs while uploading, then the files are NOT encrypted. If HTTP fallback occurs while
downloading, then the files remain encrypted.

Server configuration

To configure the server to require client-side EAR and to require strong content protection passwords,
run the following commands:

# asconfigurator -x "set_node_data;transfer_encryption_content_protection_required,true”
# asconfigurator -x "set_node_data;transfer_encryption_content_protection_strong_pass_required,true"

Note: These commands set the global configuration. Depending on your work flow, you might want to
require client-side EAR and strong passwords for only specific users.

5. For particularly sensitive content, do not store unecrypted content on any computer with network
access.

HSTS, HSTE, and Desktop Client include the asprotect and asunprotect command-line tools that
can be used to encrypt and decrypt files. Use an external drive to physically move encrypted files
between a network-connected computer and an unconnected computer on which the files can be
unencrypted.

« To encrypt a file before moving it to a computer with network access, run the following commands to
set the encryption password and encrypt the file:
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# export ASPERA_SCP_FILEPASS=password
# /opt/aspera/bin/asprotect -o filename.aspera-env filename

- To download client-side-encrypted files without decrypting them immediately, run the transfer
without decryption enabled (clear Decrypt password-protected files downloaded in the GUI or
do not specify - -file-crypt=decrypt on the ascp command line).

 To decrypt encrypted files, run the following commands to set the encryption password and decrypt
the file:

# export ASPERA_SCP_FILEPASS=password
# /opt/aspera/bin/asprotect -o filename filename.aspera-env

Using the Health Check URL

Use the health check URL to check the Shares server status without providing credentials to the server.
You can pass on the response to other services like load balancers.

Using the Health Check URL

The standard health check returns a JSON response with the validity of the server license and the
statuses of the nodes on the server.

$ curl -k https://server_address/health_check
For example:

$ curl -k https://10.0.0.1/health_check

"valid_license" : true,
"nodes" : [
i
"id": 1,
"status": "Active",
o
.
"id": 2,
"status": "Error",
3
1
"id": 3

“status“: "Disabled",

Response Codes

Code Status

HTTP 200 Shares nodes are healthy and the Shares license is
valid.

HTTP 500 Either Shares has an invalid license, or one of the
Share nodes are down. The JSON response reports
the exact issue.

Setting Up a Shares HA Environment

Introduction

IBM Aspera Shares provides a simple and intuitive way for companies to share files and directories of any
size within their organization, or with external customers and partners. The powerful and flexible security
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model is administered through a single management point combining authorization, user management,
and access control.

An easy-to-use web-based application that can be accessed from most standard web browsers, Aspera
Shares provides secure access to a consolidated view of all available content. With the underlying
Aspera fasp™ transport at its core, Aspera Shares delivers unmatched performance and includes all the
exceptional transfer and management capabilities of the highly regarded HST Server.

Shares can be deployed in a high availability (HA) environment. This document presents the Shares HA
Active/Active solution that leverages the Aspera Cluster Manager (ACM) software.

Architecture for High Availability Systems

Overview of HA Architecture
When implementing an active/active highly available environment for Console, you can deploy two
different types of architecture.

Both architectures implement a load balancer that monitors the health of each Console node and
redirects the traffic accordingly, balancing the load between all healthy nodes.

When the load balancer detects that an Shares node is unreachable, it automatically stops redirecting
traffic to the unavailable node, and redirects all traffic to the remaining healthy nodes.

Once the faulty node can be reached, the load balancer automatically detects the presence of the new
healthy node and includes it in the traffic-sharing function. The nodes share the load related to the web
traffic and fasp-based transfers, utilizing all available servers.

Architecture Type 1: Redirect All Traffic

One form of load-balancing architecture provisions the load balancer with a virtual IP address (VIP)

for user access; the load balancer then manages all the traffic related to the Console service: the

web requests (HTTPS/TCP traffic) as well as the FASP transfers (SSH/TCP and FASP/UDP traffic). A
fully qualified domain name (FQDN) —typically shares.mydomain.com—is used to access the Shares
service and points to the VIP of the load balancer.
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In this architecture, both Shares nodes can use private IP addresses. Only the VIP requires a public IP
address, because it will be used by the clients to connect to the Shares service components.

Because the fasp transfers represent most of the total traffic generated by the Shares service, the load
balancer must be powerful enough to handle the associated load. In some environments, this could mean
a total bandwidth of up to several gigabits per second.

Architecture Type 2: Load Balancer Redirects Web Traffic Only

An alternative architecture requires the load balancer to handle the web traffic only. In most respects,
the architecture for this environment is like the first model—it uses a load balancer with a virtual IP
address (VIP), plus a FQDN that points to the VIP to let clients access the web application. However, in
this architecture, the load balancer is used for redirecting web traffic only.

The traffic related to the FASP-based transfers takes place directly between the clients and the transfer
services running on both nodes. In order to balance and fail-over the traffic in the event that the node is
unavailable, Shares uses another FQDN (typically shares.mydomain. com) which is resolved into a list
containing the public IP addresses that point to the different nodes. The DNS in charge of resolving that
domain name must provide a round-robin-type list, with the list entries presented in a different order
every time a response to a new DNS query is sent. In this way, successive queries coming from different
clients will see a different IP address on the top of the list. Because the High Speed Transfer Server
clients only use the IP address at the top of the list to contact the transfer server (and this IP address is
different each time), multiple clients connect to different transfer servers (nodes A and B).

Whenever a client is unable to connect successfully to a transfer server (because it is unavailable), it
continues to resolve the FQDN and to make attempts to contact the IP address at the top of the new list.
When the top IP address points to a healthy node, the client performs a successful transfer.

This process typically takes less than a minute. In order to keep the fail-over delay as short as possible,
the Time-To-Live (TTL) value of the round-robin FQDN list must be kept as short as possible on the DNS
server.
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Shares Services Stack

Regardless of which architecture is deployed, both Console nodes are considered active because
clients can contact any of them to access the web application portion or the transfer server portion.
Nevertheless, not all of the IBM Aspera services run at the same time on both machines.

While some services are considered active/active and do run on both nodes, other services are
considered active/passive and only run on one of the two nodes. The node that runs all the services
is called the active node, and the node that only runs the active/passive services is called the passive

node.

Stats-collector

Crond

SQL

Background services

In the diagram above, the mysql, crond, stats-collector, and shares-background service
runs only on the active node. While both nodes can access the ACM files and the Shares packages
simultaneously (read-write mode), the MySQL data files are accessed at a specific time by a single

instance of the MySQL service running on the active node.

The following table lists each service and its location:

Service Name Type Location

nginx active/active Runs on both nodes

mysqld active/passive Runs on the active node only
crond active/active Runs on the active node only
stats-collector active/passive Runs on the active node only
shares-background active/passive Runs on the active node only
asperahttpd active/active Runs on both nodes
asperanoded active/active Runs on both nodes

Note: The last two services in the list belong to IBM Aspera High-Speed Transfer Server and are not
managed by ACM. These services are started by the operating system at boot time, and they must always

be running on both nodes.
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IBM Aspera Cluster Manager (ACM) for Shares

ACM is the software module responsible for starting the right services on a node according to that node’s
current status (active or passive). It is also in charge of monitoring the active node to determine when to
fail-over the active/passive services from the active to the passive (when the active node becomes
unresponsive).

Note: ACM must run as root.

How does it work?

ACM is installed on both nodes; it is launched simultaneously on both nodes—every minute—by the cxond
daemon.

Both instances of ACM first determine the status of the node on which they are running by checking a
common status file stored on the shared space dedicated to ACM. In order to avoid a race condition while
accessing that common status file, a specific locking mechanism (aslockfile) is used to synchronize
both instances.

Once the status of a node is determined, the ACM instance running on the active node verifies that all
of the services are running, and it starts any service that is not running. Once this is done, the instance
updates the status file in order to keep its last modification date current.

The ACM instance running on the passive node checks that the status file is current, meaning that its
last modification date is not older than 2 minutes). If the file is current, ACM checks that the active/
passive services are up and running; it then starts all the services that are not running currently but
should be running. If the common status file is no longer current, then it is a fail-over scenario, and ACM
takes over as the new active node by starting all of the services.

How long does a fail-over process take?

If the passive node fails, then ACM does nothing. It is up to the load balancer to detect that the passive
node is unresponsive and redirect the traffic accordingly. In the scenario covered by this documentation,
the process typically takes one minute or less.

If the active node fails, then ACM eventually detects that the status file is no longer current and it triggers
a fail-over. Additionally, the load balancer detects that the active node is down and it redirects all traffic to
the healthy node. This process typically takes up to 5 minutes.

Related information

“Expected Load Balancer Behavior” on page 98
A load balancer monitors the health of each Shares nodes and redirects the traffic accordingly, balancing
the load between all healthy nodes.

Expected Load Balancer Behavior
A load balancer monitors the health of each Shares nodes and redirects the traffic accordingly, balancing
the load between all healthy nodes.

This topic describes how the load balancer should function when handling HTTPS traffic and FASP
transfers.

Note: This topic does not describe how to set up and configure a load balancer. For instructions on
configuring a load balancer, refer to the documentation of your load balancer.

HTTPS Traffic

The load balancer must monitor the health of the HTTPS service running on each node. To do this, it can
either use a method based on an HTTPS request, or simply check whether TCP port 443 is responding,
that is, whether a SYN ACK packet is received after a SYN packet is sent by the monitoring service. If an
RST packet is received instead, or if no packet is received at all, then the monitoring feature must consider
the monitored service to be down and discard the related node (take it offline).

98 IBM Aspera Shares 1.10



The load balancer can redirect any HTTPS request to any of the healthy nodes. Because the Shares web
application uses a database shared by both nodes, any healthy node can respond to any request.

FASP Transfers

Once the FASP transfer is initiated by a successful SSH connection (typically using TCP/33001 on the
server side), the FASP protocol uses UDP packets for data transfer (typically using a port range of
33001-33100).

When a client establishes a SSH connection, the load balancer has to choose which node will handle this
connection. Once it has done so, and the SSH connection is established with one node, the load balancer
must make sure that the following is true:

« The TCP connection related to the SSH session stays with the chosen node.
« Any subsequent UDP traffic coming from the same client is directed to the same node. This behavior is
generally known as a sticky/persistent session, depending on the source IP address of the client.

In other words, if an SSH connection is established between a client with a particular IP address and node
A, then all subsequent UDP packets sent from that IP address must be redirected to node A.

If a node is declared unavailable by the load balancer (by checking the HTTPS service or the SSH service),
the load balancer needs to redirect all the traffic to the remaining healthy node.

The different types of traffic (SSH/TCP/33001 and FASP/UDP/33001-33100) may need to be joined
together in a pool of services on the load balancer side. The exact settings vary depending on the load
balancer model.

HTTP Redirection

The Shares application uses HTTPS by default, and it sets an automatic redirection from HTTP/TCP/80 to
HTTPS/TCP/443 to force users to use a secure connection.

The load balancer can forward HTTP requests to the nodes, which then handle the redirection.
Alternatively, the load balancer itself can handle the redirection; this prevents any insecure connections
from being established with a node.

Installation
System Requirements

Use the requirements below to assess whether your resources and third-party systems meet the
requirements to deploy a high availability environment.

Hardware Normal HA operations require two servers. Virtual machines can be
used as long as enough resources are allocated to them.

Operating Systems ACM only supports Linux platforms.

« RedHat 6 & 7
« Cent0S 6 &7

Note: Red Hat high-availability packages (such as ricci, luci,
rgmanager, and cman) are not used, and therefore must not be
installed or activated in the environment.

The system clocks of all hosts in the HA environment must

always be kept in sync in order for ACM to operate correctly. IBM
Aspera typically recommends using the ntpd daemon, but any time-
synchronization mechanism should work fine.

Software IBM Aspera Shares version 1.9.12 and higher.
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IBM Aspera High Speed Transfer Server 3.8.0 and higher.
IBM Aspera Cluster Manager: ACM Package

Shared Storage Shared storage is used for:

« Files uploaded to Shares
« MySQL data files
« ACM files

Important: The shared storage must be 100% reliable and
accessible 100% of the time for ACM to secure highly available
Shares operation and to prevent Shares data corruption.

IBM Aspera recommends dedicating storage for ACM whenever
possible, in order not to create I/0 bottlenecks when large packages
are being transferred to shared storage at very high speeds.

ACM has been tested successfully on these shared file systems:
« NFS (nfs version 4 is required for MySQL data)

« Quantum StorNext (cvis)

« Omneon MediaGrid (omfs)

« Oracle Cluster File system 2 (ocfs2)

Load Balancer/VIP A load balancer that implements a VIP (Virtual IP) is required.

For more information about what is expected from the load balancer,
see “Expected Load Balancer Behavior” on page 98.

Single point of failure

Aspera strongly encourages customers to consider SPOF (single point(s) of failure) in the environment
and to recognize the risks of SPOF. Often, these are situations where all nodes are plugged into the same
power strip or surge. It could also be that the shared storage or the load balancer are not HA.

Installing and Configuring the HA Environment
Install two standalone IBM Aspera Shares servers and join them together into an HA environment.

This guide assumes that Shares is installed on two servers with High Speed Transfer Server software
installed and configured on each. The High Speed Transfer Server on each server behaves like any other
node within the Console environment.

Note: All commands are run as root. (The examples in this section are for a CentOS 6.5 system.)

Before You Start

1. Review the “System Requirements” on page 99.
2. Check your network settings and names.

Confirm that your network settings are correctly configured and that each host has a unique hostname
properly configured within the name resolution mechanism you use (DNS, hosts file, and so on). Each
host must be able to resolve its own name, as well as the name of the other node.

Run the following command on both nodes. The resulting system output should make sense in your
environment.

# hostname
hasharesl.mydomain.com

100 IBM Aspera Shares 1.10


https://download.asperasoft.com/download/sw-private/shares/2.0.5/43AC0C22-BD24-4896-B770-4D9485472936/IBMAspera-Shares-2.0.5-Linux64-acm4-20171208.tgz

Securing Your System
Perform the following steps for both nodes.

1. Disable local firewalls.

No traffic filter should be put in place between the two nodes. If your nodes are located behind
a corporate firewall (and thus appropriately protected), you should disable the Linux firewall
components. Use chkconfig to prevent the firewall from becoming active when the system is
rebooted.

i# service iptables stop

iptables: Flushing firewall rules: [ 0K 1]
iptables: Setting chains to policy ACCEPT: filter [ 0K 1]
iptables: Unloading modules: [ 0K 1]

# service ipé6tables stop

ipé6tables: Flushing firewall rules: [ 0K 1]
ipé6tables: Setting chains to policy ACCEPT: filter [ OK ]
ip6tables: Unloading modules: [ OK ]

# chkconfig iptables off
# chkconfig ipé6tables off

Note: If the firewall is not disabled, make sure to configure the firewall to open the necessary ports for
Aspera. See “TCP and UDP Ports Used in HA Environments” on page 118 for a list of ports used by the
Shares HA environment.

. Disable SELinux.

SELinux must be disabled or set to permissive inthe /etc/selinux/config file on each High
Speed Transfer Server and each Shares server system. You can confirm the SELinux current status by
running the sestatus command.

# sestatus
SELinux status: disabled

. Configure SSH security on each High Speed Transfer Server.

See the Securing your SSH Server section in the IBM Aspera Shares Admin Guide for additional
information and guidance.

Make sure that public/private key authentication has been enabled on each server. Look for the
following line in the /etc/ssh/sshd_config file and verify that it is uncommented.

PubkeyAuthentication yes
If you have modified the sshd_config file, you need to restart the sshd service:

{# service sshd restart

Configure Shares Servers

1. Create user accounts and groups on each Shares server.

The mysqgl and shares user accounts and groups must be created manually on both systems before
installing any Aspera packages to have consistent UID and GID across the HA environment.

Note: It is critical to ensure that the UID and GID for the mysql and shares user accounts are
consistent across all Shares servers.

You can use the following commands on each node to create the required users and groups:

# groupadd -g 777 shares && useradd -c "Aspera Shares" -d /home/shares -g shares -m -s /bin/
aspshell -r -u 777 shares

# groupadd -g 778 mysql && useradd -c "Aspera Mysql" -d /home/mysql -g mysql -m -s /bin/
false -u 778 mysql

The UID and GID do not have to be 777 and 778, and you can use any value available. Just make sure
you use the same values on both systems.

2. Mount remote file systems on each Shares server.
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Shares servers in HA environments must be configured with shared storage. There are 3 shared
directories that need to be available to each Shares server.

The following are example mount points. Yours may be different.

Example Mount Usage Owner User Permissions | Notes

Point

/mysql_data Used to store the MySQL [ nobody . root drwx------
data files

/shares Used to store uploaded [shares.shares|drwx------
files

/acm_files Used to store the nobody.nobody | drwx------ If using NFS,
common ACM files use the noac

flag

a) Configure the /etc/fstab file to automatically mount the directories when the system reboots.

10.0.75.10: /export/mysql_data /mysqgl_data nfs4 rw,sync,hard,intr 0 0
10.0.75.10: /export/shares /shares nfs4 rw,sync,hard,intr 0 0
10.0.75.10: /export/acm_=files /acm_files nfs4 rw,sync,hard,intr,noac 0 O

The above entries in the /etc/fstab file indicate that the shared directories (/export/
mysql_data, /export/shares, and /export/acm_files) are shared from the NFS server with
an IP address of 10.0.75.10. These shared directories will be mounted to their corresponding
local directories on each Shares server (/mysql, /shazres, /acm_files). The “nfs4” entry
indicates the type of filesystem which is being shared, and the remaining option entries define
typical parameters used when mounting file systems for use in Shares HA environment.

Note: NFS version 4 is required for the Shares HA environment. If your version of Linux does not
support NFS4, upgrade your server to support NFS version 4.

Once you have configured the /etc/fstab file, make sure the mount points have been created on
both Shares servers, and confirm each directory's ownership and permissions.

Install ACM
1. Download ACM here: ACM Package
2. Extract it to the dedicated shared volume by running the following command:

# cd acm_files_mount_point
# tar xzvi /path/to/acm_package.tar.gz

Note: You only need to perform this task from one node as the acm_ files_mount_point directory is
shared by both Shares servers.

Install Aspera Software

Before joining the two Shares nodes into a HA environment, each High Speed Transfer Server should be
installed and configured to function with the Shares Server software. If you have not already installed HST
Server, or you have not configured your server for the shares user, follow the steps below:

1. Install the HST Server package if you haven't already:
# rpm -Uvh aspera-entsrv-version.rpm

2. On each server, install a valid license by copying the license keys into the /opt/aspera/etc/
aspera-licensefile.

Note: You must have separate license keys for each server.
3. Configure the shares user account for each HST server.

Add the shares system user to the /opt/aspera/etc/aspera.conft file.
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a) Set the docroot to /shares:
# asconfigurator -x "set_user_data;shares,xfer_user;absolute,/shares"
b) Set up token authorization:

# asconfigurator -x "set_user_data;shares,username;authorization_transfer_in_value, token"
# asconfigurator -x "set_user_data;shares,username;authorization_transfer_out_value,token"
# asconfigurator -x "set_user_data;shares,username;token_encryption_key,encryption_key"

Confirm that the entries on each server are identical. In particular, confirm that the encryption_key tag
and that the shares user's docroot value (/shares) is the same on each transfer server.

4. Configure Node API user accounts on each server.

Run the following command to create a Node API user account associated with the shares transfer
user (system user) account:

# /opt/aspera/bin/asnodeadmin -a -u nodeadmin -x shares -p password

5. On each server, verify that the nodeadmin Node API user account has been created and is associated
with the shares transfer user by running the following command:

# /opt/aspera/bin/asnodeadmin -1

6. Install the IBM Aspera Connect Browser Plug-In key.

a) If the .ssh folder does not already exist in the system user's home directory, run the following
command to create the folder:

# mkdir -p /home/shares/.ssh

b) If the authorized_keys file does not already exist, add the aspera_id_dsa. pub public key to the
file by running the following command:

# cat /opt/aspera/var/aspera_id_dsa.pub >> /home/shares/.ssh/authorized_keys

c) Transfer the .ssh folder and authorized_keys file ownership to the system user by running the
following commands:

# chown -R username:username /home/shares/.ssh
# chmod 600 /home/shares /.ssh/authorized_keys
# chmod 700 /home/shares

# chmod 700 /home/shares /.ssh

Note: The system defined /home/shares as the shares system user's home directory when the
user account was created. This is the proper location for the authorized_keys file. Shares uses the
user's home directory to locate the .ssh/authorized_keys file, but actual file transfers made by
the shares transfer user account are directed to the shares docroot directory (/shares) set in the
aspera.conf file.

Share Resources Between Nodes

With Shares running properly on each server, the next step is to configure the HA environment by
integrating the nodes with each other. Integrating the nodes into the HA environment involves configuring
the MySql services and implementing the ACM software on each server.

This process involves using one system to configure the database for the aspexra account, placing the
mysql files from that server into the shared directory, then configuring each of the servers to use the
shared database, and finally configuring each Shares server to use a special database.yml file provided
by the ACM software.

1. Choose a node to be the primary node.
2. Find and note the password for the aspera MySQL database user:

# cat /opt/aspera/shares/u/shares/config/database.yml
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production:
database: shares
username: "aspera"
password: "ngH5R5GhQoDyWjODPEHvshltiGVOmD5z"
host: "10.0.90.16"
port: 4406
adapter: mysql2
encoding: utf8
reconnect: false
pool: 5

3. Retrieve current root password for MySQL.

Retrieve the MySQL “root” account password from the /opt/aspera/shares/.my.cnf file on the
primary server. Copy the password in /opt/aspera/shares/.my.cnf file as follows:

# cat /opt/aspera/shares/.my.cnf

[client]

user = root

password = RAAp2jRGIdfUoTBL3ttr
host = localhost

port = 4406

4. On the primary node, login to MySQL as root using the password value you retrieved from
the .my.cnf file:

# /opt/aspera/shares/bin/mysql -uroot -hlocalhost -—ppassword

Note: There is no space between the -p option and the password value

For example:
# /opt/aspera/shares/bin/mysql —-uroot -hlocalhost —-pRAAp2jRGIdfUoTBL3ttr
5. Grant access privileges to the user aspera with the password from the database.yml file:

mysql> grant all privileges on *.* to 'aspera'@'primary_node_ip_address' identified by
'password’' ;

mysql> grant all privileges on *.* to 'aspera'@'other_node_ip_address' identified by
'password’ ;

For example:

mysql> grant all privileges on x.* to 'aspera'@'10.0.115.100' identified by
'nqH5R5GhQoDyWjODPEHVsh1tiGvVOmD5z "

Query OK, 0 rows affected (0.00 sec)

mysql> grant all privileges on x.* to 'aspera'@'10.0.115.101' identified by
'ngqH5R5GhQoDyWjODPEHVsh1tiGVOmD5z " ;

Query OK, 0 rows affected (0.00 sec)

Note: Include the quote marks exactly as shown ('aspera'@'10.0.115.100"' and 'aspera') and
make sure to include the final semicolon symbol (;), which must be separated from 'aspera' with a
space.

6. Exit the MySQL environment.
mysql> quit

7. Verify the changes have been implemented by testing the ability to log into MySQL using the aspera
account and the IP address of the system where you ran the mysql command.

Test the ability to log in:
# /opt/aspera/shares/bin/mysql —uaspera —-hprimary_node_ip_address —ppassword

If you are able to get into the MySQL environment, the changes were successfully implemented.

Note: Attempting to login using the address of the other server will fail at this point. This is resolved
by sharing the MySQL database bweteen both systems.

8. Stop and disable Shares services on each Shares server.
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# service aspera-shares stop
# chkconfig aspera-shares off

9. Confirm that the aspera-shares services are stopped before proceeding. Proceeding while the

services are running may corrupt the MySQL database.

# service aspera-shares status
Checking status of aspera-shares ...
Status is stopped

10. Pick one node and copy the following files into the same directory on the other node, preserving the
same owner and permissions.

« Shared MySQL directory: /mysql_data
« Shared Shares files directory: /shares
« Shared ACM files directory: /acm_files

11. Move the MySQL data files onto shared volume

/opt/aspera/shares/u/shares/config/aspera/secret.rb
/opt/aspera/shares/u/shares/config/initializers/secret_token.rb
/opt/aspera/shares/u/stats-collector/etc/keystore.jks
/opt/aspera/shares/u/stats-collector/etc/persistence.xml

The following instructions refer to the example mount points below:

a) Backup the MySQL data, create a symlink to the mount point, and change the owner and group.

# cd/opt/aspera/shares/var

# mvmysql ./mysql_bak

# 1n -s /mysql_data ./mysql

# chown -h nobody.root ./mysql

a) Check the permissions.

12. On the first node, copy the database file into the shared volume:

# 1ls -lah /opt/aspera/shares/var
drwxr-xr-x 7 root root 4096
lrwxrwxrwx 1 nobody root 11
drwx----- 5 nobody zroot 4096

Install and Configure ACM

Dec 19 10:01 log
Dec 19 15:14 mysql -> /mysql_data
Dec 19 15:12 mysql_bak

# cp -Rp /opt/aspera/shares/var/mysql_bak/x /opt/aspera/shares/var/mysql

You only need to perform the following tasks from one node as the acm_ files_mount_point directory is
shared by both Shares servers.

1. Create the following symbolic links on both nodes:

i
i
#
i
i

1n -s /acm_files/acm /opt/aspera/acm
cd /opt/aspera/shares/u/shares/config
mv database.yml database.yml.orig
1n -s /opt/aspera/acm/config/database.yml database.yml
chown -h nobody.nobody database.yml

2. You may need to edit the acm file (/opt/aspera/acm/bin/acm) to set correct values to these
variables:

MYSQLPW="mysqgl_password"
SYSLOG_FACILITY=1local2
LOG_TO_FILE=0
LOG_TO_SYSLOG=1
CHECK_DEVICE_ID=1
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Note: The mysql_password is the password you configured when you granted the nodes remote
access to the MySQL database.

Note: The CHECK_DEVICE_ID variable defines if ACM should verify the Device ID of the storage
volume where ACM is located. Because that Device ID can change upon reboot with NFS volumes, you
may want to set this variable to O in order to disable the verification, which could prevent ACM and
Shares from running correctly.

3. Install ACM in the crontab on both nodes so that the system launches ACM every minute.

i# crontab -e
* % % % % /opt/aspera/acm/bin/acm local_ip_address device_number > /dev/null 2>&1

Two parameters are passed to the acm command. The first parameter is the local IP address of the
host. You can use the following command to find out the list of IP addresses available on a system:

# ip addr | grep "inet"

The second parameter is the device number of the partition where the ACM files are stored. You can
determine the correct value by using this command:

# stat -c "%d" /acm_files/acm
For example:

# crontab -e
* % % % % /opt/aspera/acm/bin/acm 10.0.0.0 21 /dev/null 2>&1

Once installed in the crontab, ACM starts running, elects an active node, and starts the services on the
different nodes accordingly depending on their current status: active or passive.

4. Create a job to backup Shares database with the acmctl command.

Aspera recommends regularly backing up the database. In the example cronjob below, ACM
performs a backup every day at 1:30 AM. Choose the interval depending on your requirements.

i# crontab -e
* % % % % /opt/aspera/acm/bin/acm 10.0.71.21 20 > /dev/null 2>&1
30 3 * * x /opt/aspera/acm/bin/acmctl -b > /dev/null 2>&1

5. Create a job to reset asctl logs.

Each time the system launches ACM, ACM writes to the asctl logs. Since the asctl logs do not get
rotated, the logs can start to cause performance issues if the files grow too large. In the example
cronjob below, the system resets the asctl logs every 7 days at 3:45 AM. Choose the interval
depending on your requirements.

i# crontab -e

* % % % % /opt/aspera/acm/bin/acm 10.0.71.21 20 > /dev/null 2>&1

30 3 * * x /opt/aspera/acm/bin/acmtl -b > /dev/null 2>&1

45 3 x x 7 echo -n "" > /opt/aspera/common/asctl/log/asctl.log > /dev/null 2>&1

6. Run the acmctl command with the -s option on both nodes in order to verify some basic ACM
prerequisites:

# /opt/aspera/acm/bin/acmctl -s
ACM sanity check

Checking if the database.yml symbolic link exists 0K

Checking if the database.yml symbolic link points to the right location OK
Checking if an entry for ACM seems to exist in the crontab 0K
Checking that all the Shares services are disabled in chkconfig 0K
Checking that SE Linux mode is not set to enforcing 0K

7. If the verification looks good, start ACM on all the nodes at once, using the acmctl command with the
—E option:

# /opt/aspera/acm/bin/acmctl -E
ACM is enabled globally
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Within a few minutes, ACM selects an active node, starts all the Shares services on it, and then starts the
active/active services on the passive node.

If the services are running properly and the load balancer is correctly configured, you should now be able
to connect to the Shares web application using the URL pointing to the VIP.

Upgrading the Environment

Upgrading the HA Environment
To upgrade an IBM Aspera Shares HA deployment, you must upgrade each Shares node individually and
then reconfigure them to run in an HA environment.

Warning:
Prior to performing any upgrade, IBM Aspera strongly recommends customers:

1. Perform a full environment back up and ensure the back up is successful. In case the upgrade
fails, the only reliable, short-term fix is to roll back the environment using the back up.

2. Test the upgrade in a test environment comparable to the production environment.

3. If upgrading the test environment is successful, upgrade the production environment, but do
not bring the production environment back online.

4. Prior to bringing the production environment back online, the customer must test the
application to determine if an immediate rollback is needed. Otherwise, customers risk losing
all data generated between upgrade and rollback.

A Warning:

The standard, non-HA upgrade does not account for the many variations in customer network
configurations needed for HA installation. The non-HA upgrade may alter configuration settings
required for ACM-based Aspera HA.

Every upgrade of an ACM-based HA installation should include, after upgrade, a manual re-check
of all the HA configuration by a deployment engineer that is knowledgeable about Aspera
ACM-based HA and also knowledgeable about IP networking. The deployment engineer needs
to understand and be able to configure the particular network configuration of the individual
customer, including load balancers, firewalls, and so on.

Stopping the Cronjobs for Upgrade
You need to stop Shares and MySQL services before performing the upgrade.

On both nodes, stop the cronjob by commenting out the jobs.

# crontab -e

# * * * ¥ * /opt/aspera/acm/bin/acm 10.0.71.21 20 > /dev/null 2>&1

# 30 3 x x x /opt/aspera/acm/bin/acmtl -b > /dev/null 2>&1

# 45 3 x x 7 echo -n "" > /opt/aspera/common/asctl/log/asctl.log > /dev/null 2>&1
Back Up Shares on Both Nodes

1. Back up Shares files on both nodes:
# /opt/aspera/shares/u/setup/bin/backup /backup_dir

Note: The rake task runs as an unprivileged user. Ensure ensure the destination directory is writable by
all users. Aspera recommends using /tmp.

For example:

# /opt/aspera/shares/u/setup/bin/backup /tmp

Creating backup directory /tmp/20130627025459 ...
Checking status of aspera-shares ...
Status is running
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mysgld is alive

Backing up the Shares database and config files ...
Backing up the SSL certificates ...

Done

2. Make a note of the ID of the created backup directory for future use. In the above example:
20130627025459.

Upgrade Shares on the Active Node

1. On the active node, disable ACM.

# /opt/aspera/acm/bin/acmctl -D
ACM is disabled globally

2. Check the node status.

# /opt/aspera/acm/bin/acmctl -i
Checking current ACM status...

Aspera Cluster Manager status

Local hostname: hashares2
Active node: hashares2 (me)
Status of this node: active

Status file: current
Disabled globally: yes

Disabled on this node: no

Database configuration file

Database host: 10.0.115.102

Shares active/active services status

nginx: running
crond: running

Shares active/passive services status

mysqld: running
shares-background-default-0: running
shares-background-nodes-0: running
shares-background-users-0: running
shares-background-users-1: running
shares-background-users-2: running

3. Unpack the installer.
Run the following command as root, where version is the package version:

# rpm -Uvh aspera-shares-version.rpm
The following is an example of the output generated:

Preparing... THHHHHEHHHHHHEHHHHHHHHHHHEHEHHHHEEERHHEEEERE [1009%]

Switching to the down runlevel
runsvchdir: down: now current.
Switched runlevel

Checking status of aspera-shares ...
Status is running

Stopping aspera-shares ...

Stopped

. T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T w
1:aspera-shares IHHHHHHHHHHHHEHHEHEEEEEEHEEHEEEEEREEEEEEEEEEE [100%

To complete the upgrade, please run this script as the root user:

[root]$ /opt/aspera/shares/u/setup/bin/upgrade

4. Run the upgrade script.
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# /opt/aspera/shares/u/setup/bin/upgrade
The following is an example of the output generated during the upgrade:

Starting aspera-shares ...

Started

Waiting for MySQL server to answer

mysqld is alive

Migrating the Shares database ...
Initializing the Shares database ...
Clearing background jobs ...

Migrating the stats collector database ...
Done

5. Stop all Shares services.

# service shares stop

Manually Fail Over to the Passive Node and Upgrade Shares
1. On the passive node, enable ACM locally .

# /opt/aspera/acm/bin/acmctl -e
ACM is enabled locally

2. Check the node status.

# /opt/aspera/acm/bin/acmctl -i
Checking current ACM status...

Aspera Cluster Manager status

Local hostname: hasharesl
Active node: hasharesl (me)
Status of this node: active

Status file: current
Disabled globally: no

Disabled on this node: no

Database configuration file

Database host: 10.0.115.102
Shares active/active services status
nginx: running

crond: running

Shares active/passive services status

mysqld: running
shares-background-default-0: running
shares-background-nodes-0: running
shares-background-users-0: running
shares-background-users-1: running
shares-background-users-2: running

Stop services to perform Shares upgrade.
3. Disable ACM locally.

# /opt/aspera/acm/bin/acmctl -d
ACM is disabled locally

4. Stop all Shares services.
i# service shares stop

5. Unpack the installer.
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Run the following command as root, where version is the package version:

# rpm -Uvh aspera-shares-version.rpm
The following is an example of the output generated:

Preparing... FHHHHHEHHHHHHEHHHHEHEHHHHEHEHEHHHEEERHHEEEERE [1009%]

Switching to the down runlevel
runsvchdir: down: now current.
Switched runlevel

Checking status of aspera-shares ...
Status is running

Stopping aspera-shares ...

Stopped

1:aspera-shares

[100%

To complete the upgrade, please run this script as the root user:

[root]$ /opt/aspera/shares/u/setup/bin/upgrade
6. Run the upgrade script.
# /opt/aspera/shares/u/setup/bin/upgrade
The following is an example of the output generated during the upgrade:

Starting aspera-shares ...

Started

Waiting for MySQL server to answer

mysqld is alive

Migrating the Shares database ...
Initializing the Shares database ...
Clearing background jobs ...

Migrating the stats collector database ...
Done

7. Enable ACM locally .

# /opt/aspera/acm/bin/acmctl -e
ACM is enabled locally

8. Check the node status of the two nodes to make sure one is active and one is passive.

# /opt/aspera/acm/bin/acmctl -i
Aspera Cluster Manager status

Local hostname: hasharesl
Active node: hasharesl (me)
Status of this node: active

Status file: current
Disabled globally: no

Disabled on this node: no

Database configuration file

Database host: 10.0.115.102

Shares active/active services status

nginx: running
crond: running

Shares active/passive services status

mysqld: running
shares-background-default-0: running
shares-background-nodes-0: running
shares-background-users-0: running
shares-background-users-1: running
shares-background-users-2: running
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# /opt/aspera/acm/bin/acmctl
Checking current ACM status..

Aspera Cluster Manager status

=1l

Local hostname: hashares2
Active node: hashares2 (me)
Status of this node: passive
Status file: current
Disabled globally: no

Disabled on this node: no

Database configuration file

Database host: 10.0.115.102

Shares active/active services status

nginx: running
crond: running

Shares active/passive services status

mysqld:
shares-background-default-0:
shares-background-nodes-0:
shares-background-users-0:
shares-background-users-1:
shares-background-users-2:

not
not
not
not
not
not

running
running
running
running
running
running

9. Restart the cronjobs on both the nodes by uncommenting the jobs.

Maintenance of the HA Environment

# crontab -e

* % % % % /opt/aspera/acm/bin/acm 10.0.71.21 20 > /dev/null 2>&1

30 3 * * x /opt/aspera/acm/bin/acmtl -b > /dev/null 2>&1

45 3 x x 7 echo -n "" > /opt/aspera/common/asctl/log/asctl.log > /dev/null 2>&1

The ACM Control Command (acmctl)

You can use acmctl to diagnose and configure ACM.

Overview of the ACM Control Command (acmctl)

The acmctl command controls the ACM. Running it with the =h (Help) option displays the available
command options:

# /opt/aspera/acm/bin/acmctl -h
Aspera Cluster Manager Control Command
Version: 0.2

Usage: acmctl foptiont
List of options:

-i:
-s:
-D:
=E:
-d:
-e:
-b:
-A:

Check that ACM works correctly

Display the current state of ACM

Perform a sanity check of ACM

Disable ACM globally
Enable ACM globally
Disable ACM locally
Enable ACM locally

Back up the MySQL database (active node only)

Display information about the version

You can use the -i option to display the current status of ACM on a node output shown from the active
node:

Aspera Cluster Manager status

Local hostname:
Active node:

hashares2
hashares2 (me)
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Status of this node: active
Status file: current

Disabled globally: no
Disabled on this node: no

Database configuration file

Database host: 10.0.115.102

Shares active/active services status

nginx: running
crond: running

Shares active/passive services status
running
running
running
running
running
running

mysqld:
shares-background-default-0:
shares-background-nodes-0:
shares-background-users-0:
shares-background-users-1:
shares-background-users-2:

The following is an example of the acmctl -i output on the passive node:

Aspera Cluster Manager status

Local hostname: hasharesi
Active node: hashares?2
Status of this node: passive
Status file: current
Disabled globally: no

Disabled on this node: no

Database configuration file

Database host: 10.0.115.102

Shares active/active services status

nginx: running
crond: running

Shares active/passive services status

mysqld:
shares-background-default-0:
shares-background-nodes-0:
shares-background-users-0:
shares-background-users-1:
shares-background-users-2:

Data Provided by acmctl -i

not
not
not
not
not
not

running
running
running
running
running
running

On both the active and passive systems, the output of the acmctl =-icommand provides useful

information about the status of the Shares servers:

Output Element

Definition

Hostname

The name of the local system.

Active node

The name and IP address of the node that is
currently the active node.

Status [of] file

Whether the /opt/aspera/acm/xun/
acm4shares.status file is current or has
expired. A status of expired usually indicates

a fail-over situation. The status file may not be
available for a short period during fail-over, and the
Status file mayreportas Unable to find.

Disabled globally

Answers the question: Is ACM disabled for all
Shares servers?
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Output Element Definition

Disabled on this node Answers the question: Is ACM disabled on this
node?
Database host The system that is currently managing the MySQL

database files.

Shares active/active service status The nginx and cxrond services

should have a status of running

on both the active and passive

servers. The mysqld, stats-collector,
shares-background-default-0, shares-
background-nodes-0, shares-background-
users-0, shares-background-users-1, and
shares-background-users-2 services should
all be running on the active serverand not
running on the passive server.

ACM Log Files
Use ACM logs to troubleshoot for errors.

Overview
ACM can write to two locations:

« Syslog (local2)
« The common acmdshares.log file (/opt/aspera/acm/log/acmdshares.log)

By default, only Syslog is enabled.

Logging to a File

You can configure ACM to also write logs to a specific file by editing the acm file (/opt/
aspera/acm/bin/acm) and setting LOG_TO_FILE=1. ACM writes logs to /opt/aspera/acm/log/
acm4shares.log.

Note: IBM Aspera recommends logging to a file only for debugging purposes. The acm4shares.log file
does not get rotated and can start to cause performance issues if the file grows too large.

Backing Up the Shares Database
Use the ACM Control Command (acmctl) to regularly make backups of the Shares HA database.

Note: Aspera strongly recommends performing a backup of the Shares database on regular basis. If the
database is corrupted for any reason, restoring it from a healthy backup is the most (if not only) reliable
solution.

Aspera also recommends that backup files be stored on dedicated media, (for example, tape or
removable disk) stored at a secure location.

In order to back up the Shares database on a regular basis, you should use the -b option to the acmectl
command (/opt/aspera/acm/bin/acmctl). This command performs a backup of the Shares database
whenever it runs on the current active node (the node that runs the MySQL service).

Note: A backup is performed only if executed on the active node; running the command on a passive
node does not create a backup.

# /opt/aspera/acm/bin/acmctl -b

Starting backup

Shares: Backup databases... Database backed up in /opt/aspera/shares/backup/shares-
backup-20151028-163200

done

Compressing SQL files
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done

Looking for old backups to remove

Found 0 files(s) modified for the last time more than 15 day(s) ago
Backup procedure complete

When a backup is complete, the utility removes all backup files that are older than the default
of 7 days. To modify this default value, edit the /opt/aspera/acm/bin/acmctl file and set the
BACKUP_MAX_AGE_IN_DAYS= variable to the desired number of days.

By default, backup files are created in a dedicated folder located on local storage: /opt/aspera/
shares/backup. You can change the default storage location by modifying the BACKUP_DIR variable
inthe /opt/aspera/acm/bin/acmctl file or by replacing the default backup directory with a symbolic
link pointing to shared storage.

On both nodes, the command should be launched every day at a specific time from the crontab:

# crontab -e
* % % % % /opt/aspera/acm/bin/acm 10.0.71.21 20 > /dev/null 2>&1
30 2 x x 1-5 /opt/aspera/acm/bin/acmctl -b > /dev/null 2>&1

The example shown above runs a backup of the Shares database at 2:30 AM every weekday of every
month.

Note: See the cxontab man pages for details about the cxontab file format.

Suspending ACM
Disabling and Re-enabling ACM on all Nodes

Use the ACM Control Command (acmctl) to disable and re-enable ACM on all nodes.

1. Run the acmctl command with the =D option on any of the nodes to disable ACM on all nodes:

# /opt/aspera/acm/bin/acmctl -D
ACM is disabled globally

2. Verify the status of ACM.

a) Run the acmectl -i command to verify the status of ACM (the following example does not show
the entire output).

# /opt/aspera/acm/bin/acmctl -i
Checking current ACM status...

Aspera Cluster Manager status

Local hostname: hasharesl
Active node: hashares2
Status of this node: passive
Status file: current
Disabled globally: yes

Disabled on this node: no

Database configuration file

Database host: 10.0.115.102

Shares active/active services status

nginx: running
crond: running

Shares active/passive services status

mysqld: not running
shares-background-default-0: not running
shares-background-nodes-0: not running
shares-background-users-0: not running
shares-background-users-1: not running
shares-background-users-2: not running
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b) Check the logs at /opt/aspera/acm/log/acmdshares.log.

# tail -f /opt/aspera/acm/log/acmdshares.log

2013-07-11 15:57:01 (-0700) acmdshares hasharesl (7758): ACM is disabled globally:

382§F53%11 15:58:01 (-0700) acmdshares hashares2 (22432): ACM is disabled globally:
gggg?éggii 15:58:01 (-0700) acmdshares hasharesl (7826): ACM is disabled globally:

ggggFéggll 15:59:01 (-0700) acmdshares hashares2 (22560): ACM is disabled globally:
géggzéggll 15:59:01 (-0700) acmdshares hasharesl (7894): ACM is disabled globally:

aborting

Note: Disabling ACM only disables new instances of ACM launched by the cxond daemon. Any
running service launched before ACM was disabled runs normally until it has completed. This
behavior does not pose a problem when ACM is disabled globally, as no other servers will attempt
to become active.

3. Run the acmctl command with the -E option to re-enable ACM operation on all nodes:

# /opt/aspera/acm/bin/acmctl -E
ACM is enabled globally

One of the Faspex servers becomes the active node, with all associated services started, and the
other will be passive, with only the nginx and cxond services running.

Disabling and Re-enabling ACM on One Node
Use the ACM Control Command (acmctl) to disable and re-enable ACM on a single node.

If you disable ACM locally on the active node, another node running ACM eventually takes over, possibly
generating conflicting access to some common files on the shared storage. You should always use this
option with extreme caution, and stop all the Faspex services (asctl all:stop) on the active node
immediately after you disabled ACM locally.

1. To disable ACM for one node only, run acmctl with the -d option on that node:

# /opt/aspera/acm/bin/acmctl -d
ACM is disabled locally

2. To verify ACM’s status for a disabled node, run the acmctl -i command on that node:

# /opt/aspera/acm/bin/acmctl -i
Checking current ACM status...

Aspera Cluster Manager status

Local hostname: hasharesl
Active node: hashares2
Status of this node: passive
Status file: current
Disabled globally: no

Disabled on this node: vyes

3. To re-enable ACM on a node, run the acmetl command with the -e option on the node:

# /opt/aspera/acm/bin/acmctl -e
ACM is enabled locally

Manually Failing-Over to the Passive Node
To force a passive node to assume the active role, disable ACM on the active node and stop all Faspex
services on that node.

1. Determine the active node with the acmectl command.

# /opt/aspera/acm/bin/acmctl -i
Checking current ACM status...

Aspera Cluster Manager status
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Local hostname: hashares2
Active node: hashares2 (me)
Status of this node: active

2. Disable ACM locally.

# /opt/aspera/acm/bin/acmctl -d
ACM is disabled locally

3. Check to confirm that no ACM instances are running.

# ps aux | grep acm
root 1248 0.0 0.0 103252 824 pts/0 S+ 17:18 0:00 grep acmdshares

4. Stop the Shares services.
i# service aspera-shares stop
5. Runthe acmctl -icommand to verify that all Faspex services have been stopped.

# /opt/aspera/acm/bin/acmctl -i
Checking current ACM status...

Shares active/active services status

nginx: not running
crond: not running

Shares active/passive services status

mysqld: not running
shares-background-default-0: not running
shares-background-nodes-0: not running
shares-background-users-0: not running
shares-background-users-1: not running
shares-background-users-2: not running

6. Check that the active node is no longer active.

# /opt/aspera/acm/bin/acmctl -i
Checking current ACM status...

Aspera Cluster Manager status

Local hostname: hasharesl
Active node: hashares2
Status of this node: passive
Status file: current
Disabled globally: no

Disabled on this node: yes

And check that the other node is now the active one:

# /opt/aspera/acm/bin/acmctl -i
Checking current ACM status...

Aspera Cluster Manager status

Local hostname: hasharesl
Active node: hasharesl (me)
Status of this node: active

Status file: current
Disabled globally: no

Disabled on this node: no

Database host: 10.0.143.6

Console active/passive services status

Apache: running
MySQL : running
Console: running
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7. Re-enable ACM on the node that recently became passive to let it start the active/active Faspex

services.

# /opt/aspera/acm/bin/acmctl -e
ACM is enabled locally

8. After a several minutes, you can verify that the active/active services have started on the passive

node:

# /opt/aspera/acm/bin/acmctl -i
Checking current ACM status...

Aspera Cluster Manager status

Local hostname: hashares2
Active node: hasharesl
Status of this node: passive
Status file: current
Disabled globally: no

Disabled on this node: no

Database configuration file

Database host: 10.0.115.101

Shares active/active services status

nginx: running
crond: running
Appendix

List of System Commands Used by IBM Aspera Cluster Manager (ACM)

ACM uses many Linux system commands to perform its functions.

The following system commands must be available on any Linux system running ACM:

bash
date
sleep
usleep
sed

find
grep
hostname
tee
touch
readlink
crontab
expr
stat

let

logger
nc

ip

gzip
chkconfig
which
sestatus
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TCP and UDP Ports Used in HA Environments

The Shares HA environment requires somes ports to be open in order for the HA environment to operate

correctly.
Port Direction Service
TCP-80 From web clients to the VIP of load balancer
the load balancer
TCP-80 From the load balancer to asperahttpd
the Shares nodes (if the load
balancer does not take care of the
HTTP to HTTPS redirection)
TCP-443 From web clients to the VIP of load balancer
the load balancer
TCP-443 From the load balancer to the asperahttpd
Shares nodes
TCP-33001 From the clients to the load load balancer
balancer (if using architecture
Type 1)
TCP-33001 From the load balancer to sshd
the Shares nodes (if using
architecture type 1)
UDP-33001 From the clients to the load load balancer
balancer (if using Architecture
Type 1)
UDP-33001 From the load balancer to the ascp (FASP)
Shares nodes if using Architecture
Type 1)
TCP-33001 From the clients to the Shares sshd
nodes (if using Architecture Type
2)
UDP-33001 From the clients to the Shares ascp (FASP)
nodes (if using Architecture Type
2)
TCP-9092 Between the nodes asperanoded
TCP-4406 Between the nodes mysqld
Glossary

Admin user

An admin account on the Shares server that can be used in the Shares web app to add and configure
users, groups, directory services, nodes, and shares.

Aspera Service Account

In Windows, an admin account that Shares uses to run Aspera services. Admins never need to log in using
the Aspera Service account unless it is assigned to an existing account during installation.
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Node

A transfer server that has been configured to support the IBM Aspera Node API, enabling transfers
through Aspera web applications including Shares, Files, and Faspex.

Node API

A daemon that provides a single REST-inspired interface for file browsing, management, and transfers.

Node API username and password

Credentials used by the Aspera web application to authenticate to a remote node and generate token
authorization for transfers between the Aspera web application user's machine and the remote node.

Share

A file or directory with which users, groups, and directories have conditional authorization to interact
(browse, upload to, download from, rename).

Shares

An IBM Aspera web application that enables companies to conditionally view and share files and
directories of any size within their organization or with external customers and partners.

Shares user account

The account with which a user logs into the Shares web application.

System user account

On a node, a designated account (not belonging to a Shares user) that can be configured as a transfer
user.

Transfer server

Any machine running Aspera transfer server software, such as Enterprise or Connect Server.

Transfer user account

On a node, a system account that is configured with a Node API username and password, and that is set
up as a user in the transfer application. This account is used to authorize and manage transfers initiated
by Aspera web application users between their machines and the node.
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